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EVALUATION

Evolution of the Defense Communications System from an analog system through a
hybrid (analog/digital) configuration to an all digital posture is a transitional
process which will span the next two decades. In order to properly design future
computer controlled, adaptive, digital communications systems, with associated
system control capabilities, additional technique development is required in the
area of Electronic Counter Measures signal detection, discrimination, and
identification. The principal aim of this study was to assess the capability of the
B eband Eye Monitor (BEM), developed under another RADC contract, to
discriminate and identify various types of jamming signals. Extensive laboratory
tests were conducted and distribution curves were developed from the BEM
measurements. Test runs accomplished for the different signal types show that, in
general, discrimination from a graphical viewpoint is possible for the signal types
considered.

Based on detailed analysis of all the study results, it is concluded that the BEM can
indeed discriminate signals which have different probability distributions,
independent of associated power levels. However, although the BEM is quite
effective even when the signal distributions are quite close, signals whose distribu-
tions are essentially the same cannot be differentiated.

In conclusion, the work accomplished under this effort clearly estabishes that the
BEM is capable of discriminating and identifying a variety of jamming type signals
and as such has potential utility in future ECM signal monitoring systems.
However, in view of observed BEM difficulties in handling interfering signals which
are (1) pulsing rapidly compared to the measurement time, (2 nut stable and
repeatable over the measurement time, and (3) of essentially the sam! distribution
(except for repeatable noise), the BEM approach must be viewed as a compli-

,4 mentary rather than an independent discrimination/identification capability.

The study results will be used as inputs t3 on-going efforts in projects 2155 and
' 2157.

ARNOLD E. ARGENZIA
Project Engineer

'I I



Section 1

BACKGROUND DISCUSSION AND SUMMARY

1.1 PRIOR WORK ON THE BASEBAND EYE MONITOR (BEM)

An extensive description of the BEM equipment, its design, lab-
oratory tests, and field test are summarized in RADC-TR-77-431,
Final Technical Report, January 1978, Reference 1. The report
was part of and summarized work done by Honeywell under the ATEC
Digital Adaptation Study, Development and Field Evaluation -
Digital Automated Technical Control.

1.1.1 Baseband Eye Pattern Monitor Functional Description

The Phase I ATEC Digital Adaptation Study recommended that a
device be developed tor monitoring those properties of a digital
baseband which directly relate to signal quality. It was fur-
the. indicated that the existing ATEC Baseband Monitor was a
viable candidate for the adaptation for several reasons. First,
it provides selectable inputs as would be required in a digital
system. Second, the frequency range is correct, except for 
possible downward extension of the low frequency range. Lastly,

the output circuitry is suitable for providing a performance
related voltage for measurement by the existing Measurement
Acquisition Controller, of such parameters as eye pattern
dispersion, eye hits, and eye amplitude.

Typically, the output from the degradation monitor is either an
analog voltage proportional to the degree of eye pattern clo-
sure, oL a derived bit error rate which is a gross extension of

4 the basic error rate. In either case, the applique unit, of
which the degradation monitor is a part, will perform the nec-
essary signal measurement to a~hieve compatibility with the MTS
option interface. The analog voltage output from the first men-
tioned type should be measured with a resolution on the order of
1 percent, which is possible even with very simple A/D conver-

Ii sion techniques. The pseudo error output from the second type
must be counted to give events per unit time, and buffered.

'1 The eye pattern monitors, in general, reflect a "smoothed" mea-
gsure of systent performance. The output of the device itself

contains a significant amount of iniormation. It can be easily
trended to identify deteriorating system operation. In order to

n • •1



maximize the value of its use, however, the eye pattern data
must be correlated with other monitored parameters such as other
estimates of bit error rate and radio alarms.

In an all digital network, such as the VKV system, the Bit Error
Rate (BER) is to the end user the ultimate measure of commu-
nication quality.

The most powerful indirect Lechnique for BIR estimation is the
use of the eye pattern monitor. The output of the baseband
monitor is designed to be compatible with the ATEC MTS option
interface. An important feature of this form of BER measurement
is that it provides a good estimate even in extremely low
(<10-9) BER environments.

This section provides the study and design rationale and math-
ematical proofs involved in the conception, design, construction
and testing of the Basebano Eye Monitor (BEM).

1.1.2 Inadequacy of Output Error Counting for Degradation
Measuring

Digital communication links are intentionally designed to have
as large a tolerance to noise and other signal degradations as
practicable. A system can have such a large built-in tolerance
that it will still rna error free even with one or more elements
severely degraded. % primary objective of performance mon-
itoring is to detect such degradations so that they may be cor-
rected before the digital link becins to make errors. It is
obvious that the desired information for meeting this objective
cannot be obtained by examining the digital output because the
objective i3 to detect degradations while this output is still
error free. Presumptive tests which remove digital links from
service long enough to run test sequences through them for mea-
suring error rate, as well as error detecting and correcting

* codes, have valid applications in performance monitoring; how-
ever, they are not adequate for measuring performance margin
under error free conditions because they give no indication of
degradations until they have become bad enough to cause errors
in the received data. An ideal degradation monitoring technique
should be capable of detecting degradations before they become
large enough to cause errors in the received data.

The ability to detect signal degradations before they become
large enough to cause errors in the received messages is vitally
important for both analog and digital channels; however, the
channel user's ability to detect gradually increasing degrada-
tions and anticipate loss of the channel is far better for

2



analog voice channels than digital communication links. In ana-
loa communication links, such as voice charnels, the channel in-
d,:ced noise and distortion are delivered to the user along with
the desired signal; hence, these degradations can be detected by
the user. These degradations are detectablt by the user at
power levels several decades lower than the level at which they
make tie chann0.'l unusable by lowering the intelligibility index
of the voice signal below an acceFtable level. Thus, in analog
communic-tion channels there is typically a large margin between
the level at which noise and distortion is, detectable and that
at which it becomes intolerable. Furcneriore, the user of a
voice channel can readily estimate the degree of channel degra-
dation by a qualitative estimate ot signal intelligibility. The
user of a digital channel is presented with a very different sit-
uation because each digital receiver in the communication chain
reshapes the digital pulses so th*c the symptoms of channel
noise and distortion are removed before the signal is forwarded.

The primary effect of pulse reshaping between the links of the
digital communication chain is to reduce the message error rate
by stripping off no'se and distortion at each link interface so
that these individual link induced distortions are not allowed
to accumulate as they would in an analog system. Thus, even if
the sum of the noises and distortions for the total numoer of
links is so large as to produce an intolerable error rate for an
end-to-end digital system using no intermediate pulse reshaping,
it is often possible to reduce the end-to-end error rate to
approximately zero by stripping oft the noise and distortion and
regenerating the digital signal at selected locations in the
chain. As long as the cumulative degradation in each individual
link is kept below the critical level for that link, each link
will run error free, and hence, the end-to-end channel will run
error free. On the other hand, if the degradation in one, sev-
eral, or all of these links is iust slightly below the critical
level at which it begins to produce errors, there will be no in-
dication of this impending problem in the error-free data stream
delivered to the user. Thus, the pulse reshaping in digital sys-
tems is advantageous in that it can help reduce the error rate
of the system; however, it removes symptoms of channel degra-
dation from the output data sighal. Since the digital output
signal gives no indication of degradation until errors actually
occur in the output, the user whc has nothing but the receiver
digital signal to work with has no means of estimating how close
the channel degradations are to the critical levels until after
one or more of those levels has been exceeded.

3



The inability of the user to detect gradual channel degradations
until they are large enough to produce errors in the received
digital data stream would be less objectionable if there were a
greater separation between the degradation level at which the
error rate becomes just barely measurable and that at which it
becomes intolerable. Assuming that the degrading factor is
additive uncorrelated Gaussian noise, then the amplitude of the
noise will be distributed in accordance with the cumulative
Normal probability function plotted in Figure 1-1. Observe that
the probability, P(z<t), of the normally distributed noise ampli-
tude, z, exceeding an arbitrary threshold, t, decreases so rap-
idly with increasing t that even when using a seven decade semi-
log scale, the probability function crosses the plot vertically
more than seven times (indicating more than 49 decades) as the
amplitude of t is changed less than 24 db (1.2 decades). As a
consequence of this extremely rapid change of P(z-t) with re-
spect to t, the bit error rate of a digital receiver can change
very rapidly with respect to small changes in the amplitude of
the additive Gaussian noise. For an ordinary PAM (pulse ampli-
tude modulated) signaling, it can be shown that the BER (Baud
error rate; that is, prouability of receiving one or more bits
incorrectly in one Baud) for additive uncorrelated Gaussian
noise can be computed from the following relations.

BER =2 1 P z

where

L number of levels per Baud

z nomally distributed random variable with mean = 0 and
variance =1.

S2  signal power at decision circuit.

N2  noise power at decision circuit.

P(z>...) 7 the probability plotted in Figure 1-1.

For the most common types of partial response signaling (Class I
with n=2 and Class IV with n=3), the BER can be computed using
the similar relationship shown below:

4
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BER*= 2 (1 ) -  S(2(1-2)

where

2 (1-3)

*The reason that the above equation for BER requires a
0.91210 db higher signal to noise ratio than that given on
page 89 of Reference 10 is that Lucky, Salz and Weldon's
equation was derived for measuring SNR at the receiver input
with half of the partial response shaping in the transmitter
and half in the receiver, whereas the above equation is for
SNR measured at the decision circuit regardless of how the
partial response filtering is partitioned.

To clearly illustrate how the BER can change from a value essen-
tially equal to zero to a value so large as to be intolerable
for a relatively small change in signal to noise ratio, the BER
for a three-level 12.5 meg bit/sec partial response signal has
been computed and the results are presented in Table 1-1.

TABLE 1-1. BER COMPUTATION

Errors/Time BER Signal/(Noise) db

10,000 errors/second 8 x 10- 4  13.31

100 errors/second 8 x 10-6 15.89

1 error/second 8 x 10- 8 17.52

1 error/minute 1.33 x 10- 9  18.60

. 1 error/hour 2.22 x 10-11 19.46

1 error/day 9.26 x 10-13 20.04

1 error/year 2.54 x 10- 15 20.94

1 error/century 2.54 x 10- 17 21.53

6



Table 1-1 shows that the difference in signal to noise ratio
(SNR) for 100 errors per second and for one error per century is
only 5.64 db. For a reasonably accurate performance measurement
it is necessary to observe a significatnt number of errors be-
cause the standard deviation of the number of errors measured
per sample is essentially equal to the square root of the ave-
rage number of errors measured per sample. For example, if the
average number of errors per sample is 100, then the standard
deviation is computed as V0 = 10, which means that the BER is
being measured with error of about 10 percent, one sigma. For
measurement periods of one hour, the computed error rate will be
based on error observations which on the average are half an
hour old at the time the computation is made. Also, for one
bour long measurements, the percentage error in the measurement
will increase rapidly as the error rate drops below 1 error per
minute. The signal to noise ratio producing one error per min-
ute is only 2.71 db lower than that producing 100 errors per
second which is not considered to be a very good margin for a
performance degradation detector that is intended to predict
rather than confirm system failure. If larger error sample is
taken to increase the margin (measured in db) of the monitor,
the measurement will take longer causing an even longer delay in
the monitoring process. The conclusion is that counting errors
in the output data stream as a means of predicting the failure
of a digital system suffering gradual degradation leaves a lot
to be desired. Fortunately, more powerful degradation detection
techniques are available as will be described in the next
section.

1.1.3 Eye Pattern Measurements for Degradation Monitoring

The eye pattern shown in Figure 1-2 was obtained by taking a
time exposure of an oscilloscope presentation of the voltacv at
the input to the decision circuit of a VICOM TI-4000 multi-
plexer. At the sampling times the voltage ideally would be at
one of three distinct levels; hence, this is called a three-
level eye. Ideally, the decision circuit will sample the eye
pattern voltage at each of the sampling times and decide whether

4an upper, center, or lower level signal was intended to be
received at that sampling time. Add'rive noise will cause the
voltages to deviate from their ideal values, thus widening the
lines on the oscilloscope picture in the vertical direction. As
the noise increases, the images corresponding to the upper,
middle, and lower levels widen. When the images of the levels
become so widc that there is no longer a clear separation be-
tween levels, the decision circuit will begin to misinterpret
the intended message which causes errors. The spaces separating

7



the images of the various levels at the sampling points are
called the "eyes". When signal degradations become so bad that
these spaces shrink to zero, the "eyes" are said to "close".
When the eyes are closed, the receiver will be making errors.

1275-499

SAMPLING TIMES

WIDTH OF UPPER LEVEL

4-

004- UPPER LEVEL

"EYE OPENING"

CENTER LEVEL

- WIDTH OF CENTER LEVEL

--- LOWER LEVEL

+

- TIME

FIGURE 1-2. EYE PATTERN FOR THREE LEVEL
PARTIAL SIGNAL 'ZESPONSE

The size of the eye openings relative to the distances between
the centers of adjacent levels expressed as a "percentage of eye
opening" has long been used as a figure of merit tor perfoirmance
measurement and it is a good one if its limitations are under-
stood. First, if the decision voltage levels of the decision
circuit are not located in the center of the eye vertically and,

second, if the sampling times are not centered in the eyes hori-
zontally, then the receiver will begin to make errors before the
eye is Lotally closed. Third, since the noise typically has a
Gaussian amplitude distribution, the width of the levels (and

8
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hence the percentage of eye opening) is not shar.±y defined be-
cause the level width image on the oscilloscope can be varied
from about ±1 sigma depending upon the intensity setting of the
oscilloscope and the length of the time exposure for averaging
time).

These three limitations may be overcome by proper system desiqn
as will be discussed in the following paragraphs. The tech-
niques to be discussed apply to eye patterns with any number of
levels; however, the discussions will be concentrated primarily
on the three-level case because the two-level case is too simple
to display generality while examples involving more than three

levels would make the explanation more cumbersome without adding
any significant degree of insight.

Conceptually, what the eye pattern monitor should do is to mea-
sure the probability density function of the signal perturba-
tions from the ideal levels so that the desired error rates and
performance margins can be computed. In actual practice, point
by point determination of the probability density function is
too expensive. A practical alternative is to assume that the

distribution of the perturbation amplitudes is Gaussian and make
some measurement from which the rms amplitude of the distri-
bution may be inferred. Since there are several common condi-

tions such as additive tones, highly correlated intersymbol

interference, and impulse noise for which the distribution of
the perturbations deviates significantly from Gaussian, it is

desirable to augment the first amplitude measurement with a sec-
ond measurement which can either indicate that the distribution

is Gaussian or indicate the nature of its deviation from

Gaussian.

To measure the signal perturbations from the nominal levels, it
is first necessary to determine the exact amplitude of the nom-

inal levels so that when we measore the distances from the

nominal reference levels to the observed signals we will be mea-
suring signal perturbations only -- not perturbations plus or
minus the error in measuring the ncninals. Automatic gain con-

trol systems based on measurement of signals biased by noise
(References 4,6, and 8) have been used for this purpose but the

nominal level of the signal which they control will necessarily
change as the amount of noise changes. Another example of how

the signal level may become dependent upon noise amplitude is
the BICOM Tl-4000 multiplexer which uses a peak clipping circuit

for its amplitude sensing signal so that the larqer the noise
the smaller the signal will be. The system concept proposed

here for measuring the i.cwinal levels in the eye pattern degra-

dation monitor is to adjust the reference leveJ of a comparator

€9



with a feedback loop such that 50 percent of the samples asso-
ciated with that level fall above that level and the other 50
percent fall below that level. The hardware needed to implement
this concept is reasonably simple.

Conceptually, it would be possible to subtract the nominal
levels from the observed levels to obtain the perturbation ampli-
tudes, compute the rms value of these amplitudes, and assume
that the perturbations are normally distributed with a mean of
zero and a standard deviation equal to the measured rms value.
In actual practice it would be difficult to mechanize the above
system for a 12.5 megabaud/sec receiver. Also, it would be
H~sirable to make some additional measurement (such as rectified
average versus rms) to test the distribution for deviation from
Gaussian. For building a device which will measure eye quality
at 12.5 megabaud/sec, a system which uses one or moL'e additional
comparators offset from the nominal levels to sense the amount
of signal perturbation from nominal seems to be a practical coin-
promise between complexity and performance.

The offset threshold monitors described in References 5 and 6
use comparators with offset thresholds as described above to
measure signal quality and, therefore, they have been carefully
analyzed to determine their capabilities and limitations. From
an operational viewpoint, one of the biggest disadvantages of
this mechanization is that its quality output signal has no abso-
lute scale such that a specific output voltage would have a spe-
cific meaning. The calibration of the device is accomplished
after it is attached to the specific multiplexer which it is to
monitor. In accordance with the calibration procedure, all
monitors on all multiplexers are adjusted to indicate a signal
quality of 0.10 volt at the end of calibration regardless of in-
dividual variations in the operating conditions of the various
multiplexers at time of calibration. To take an absurd example,
if a signal quality monitor indicated a problem with a multi-
plexer, the first troubleshooting step might be to check the
calibration of the degradation monitor by repeating the call-
bration procedure; in which case the symptom of trouble would
automatically disappear regardless of the condition of the multi-
plexer. Assuming that a calibration technique could be devel-
oped for circumventing the above problem, the existing olfset
threshold monitor is still not recommended because it uses a
fixed (adjusted by a potentiometer during calibration) offset
from the nominal refeLence level as a reference voltaqe for the
comparator used to measure "pseudo error rate". W .n the aid of
Figure 1-3, the measured "pseudo error rate" may be d2fined as
equal to the number of samples observed between upper data deci-
sion threshold at +d volts and the .per offset thresholo at
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+(2d-a) volts plus the number of samples observed between cor-
responding pair of lower thresholds -d, and -(2d-a) divided by
the number of sampling periods over which the count was made.
When a fixed threshold offset, a, is used, "pseudo error rate"
measurements suffer from the same rapid changes for small
changes in signal to noise ratio as previously described for
counting actual errors. If the offset, voltage, a, is made too
large, the pseudo error rate will be too small to make accurate
measurements of low level degradations. If the offset voltage,
a, is made too small the error rate will change rapidly for
small degradations but Lend to remain nearly constant at nearly
25 percent (assuming that the outer signaling levels are used 50
percent of the time) for large noise levels in the amplitude
range of greatest interest where the system just begins to make
actual errors. In either case, the error rate variation versus
noise level is a highly nonlinear function which is not readily
interpreted.

1275-46

SAMPLING TIMES

UPPER LEVEL - 2d VOLTS

UPPER OFFSET THRESHOLD - (kd-b) VOLTS

UPPER DATA d VOLTS
DECISION THRESHOLD

4CENTER LEVEL ZERO VOLTS

LOWER DATA

DECISION THRESHOLD--- -d VOLTS

LOWER OFFSET THRESHOLD - -* -(29b) VOLTS

LOWER LEVEL . . -2d VOLTS

FIGURE 1-3. DEFINITION OF LEVELS FOR OFFSET TIHRESHOLD
MONITORING OF THREE LEVEL EYE
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The recommended solution to the dilemma as to how large to make
the voltage offset, a, for measuring "pseudo error rate" is to
design a closed loop system which adjusts the voltage offset, a,
as required to keep the pseudo error rate constant. From Figure
1-3 it may be seen that the thresholds for the upper pair of
pseudo error comparators at 2d-a and d volts are a volts and d
volts, respectively, below the nominal upper signal level. If,
at a point where the signal is supposed to be at its upper
level, it suffers a perturbation in the negative direction
larger than a and less than d, the level of the perturbed signal
will fall between the limits defined by the upper pair of pseudo
error comparators and, thus, be counted as a pseudo error. The
exact probability of counting a pseudo error is not determined
here, but for the present discussion an approximate analysis
will be meaningful. Assuming that perturbations larger than d
volts are so rare compared with those larger than a as to be
negligible, the probability of counting a pseudo error when the
signal is nominally at the upper level is equal to the prob-
ability that the amplitude perturbation, c,is more negative than
a. To maintain the same pseudo error rate when the rms ampli-
tude of c is doubled, the amplitude of a must be doubled. Thus,
within the limits of our approximation, it is obvious that when
a is adjusted to keep the pseudo error rate constant that a is
directly proportional to the rms amplitude of the perturb. iohs
C.

1.1.4 Derivation of Voltage Offset Versus Noise for Constant
Pseudo Error Rates

We now derive the relationship shown in Figure 1-3 which in-
dicates how the voltage offset a (normalized by dividing it by
d) must be adjusted to keep the pseudo error rate constant as
the :.s noise level N (normalized by dividing it by a) changes.
This relationship is derived for the three level partial re-
sponse signal. It is assumed that noise at the sample points is
normally distributed with a mean equal to zero and a standard

4 deviation equal to N.

It is further assumed that two pairs of comparators are used.
One pair measures the number of samples between d and (2d-a)
volts; the other measures the number of samples between -d and
-(2d-a) volts. In actual ptactice, the pseudo error rate mea-

• .sured by the upper pair of comparators may differ from that
measured by the lower pair because the signal waveform may be
distorted by clipping or saturation in such a manner that only
one side is distorted. For this reason, it is considered
necessary LO use two sets of comparators so as to test both the
top and bottom levels ot the signal.

12



In the idealized case which we are considering here, the upper
and lower comparator sets would both obtain the same average
number of pseudo errors; hence, in this derivation, we shall
derive the average rate for the top pair alone and then multiply
by two to obtain the total pseudo error rate.

The magnitude of each received voltage sample is equal to its
nominal intended magnitude +2d, 0, -2d volts plus the magnitude
of the signal perturbation, 6. In accordance with our previous
assumption,c must be a normally distributed random variable with
mean equal to zero and a standard deviation equal to N. The
probability of a particular sampled voltage amplitude falling
between d and 2d-a volts, assuming that the nominal intended
level was 2d, is equal to the probability that cia of the proper
size to cause the sampled voltage to fall within the specified
range.

P (upper pair detects pseudo error I intended level = 2d)

= P (d < 2d+ £ < 2d-a)

= P (-d , c -a)

= P [-d/N < c/N <-a/N c/N %N(0,1)

= P [d/N < z < a/N z %N(0,1)]

= Q(a/N) - Q (d/N) (1-4)

where

Q (t) P [z > t I z %N(0,1)]

= P (z ' t) given z is normally distributed witn
mean = 0 and variance =1.

The conditional probability of the upper pair of comparators
detecting a pseudo error given that the intended level was zero
may be computed simularly.

P (upper pair detects pseudo error ! intended level = 0)

= P (d < 0+c - 2d-a)

V P [d/N < L/N . (2d-a)/N c/N n, N(0,1)I

= Q (d/N) - Q (2d-a)/N (1-5)

13
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Likewise,

P (upper pair detects pseudo error I intended level -2d)

= P (d < -2d+c < 2d-a)

= P (3d < c < 4d-a)

= P [3d/N < c/N < (4d-a)/N I cs/N nu N(0,1)1

= Q (3d/N) - Q (4d-a)/N (1-6)

For the three-level partial response signal considered here, the
probability of level +2d, 0, or -2d being intended is 1/4, 1/2,
or 1/4, respectively. Therefore, the probability of the upper
pair of comparators detecting a pseudo error is as follows.

P (upper pair detects pseudo error)

= 1/4 {Q(a/N) - Q(d/N)}

+ 1/2 {Q(d/N) - Q[(2d-a)/NJ J

+ 1/4 { Q(3d/N - Q[(4d-a/N]

= 1/4 { Q(a/N) + Q(d/N) - 2Q[(2d-a)/N I + Q(3d/N)
- Q[(4d-a)/N]} (1-7)

Given that both an upper pair (2d-a and d) and a lower pair
(-2d+a and -d) of pseudo error comparators ar to be used, and
assuming that both pairs detect the same average number of
errors, the total pseudo error rate will be twice that derived
above.

P (pseudo error)

1/2 (Q(a/N)
- (Q [(4d-a) NJ ) (I-)

1.1.5 BEM Analyses Assuming a Thre-Level Partial Response e
Definitions

The classical partial response three-level eye pattern has been
shown in Figure 1-3. This figure represents the pattern which
would be obtained on the face of an oscilloscope if the analog
eye pattern voltage were connected to the vertical inputs and
the horizontal time base were synchronized with Baud timing so
that each sweep would start with the same Baud timing phase.

14



If the sweep time were adjusted to cover several Baud periods,
then the proper sampling times would become apparent as they are
in the figure. At the proper sampling times, the analog voltage
is equal to one of three values: 2d, 0 or -2d volts. These
three voltage levels, and five additional levels, making eight
voltage levels in all, are shown in Figure 1-3. By using eight
voltage comparators, with these eight voltage levels as refer-
ences, it is possible to determine whether the voltage was above
or below each of these eight levels at each sampling time. Two
of these levels, the upper and lower offset thresholds, are
adjustable by changing the value of the offset voltage, a. The
level Kd is determined by selecting the constant K. For the
purposes of the present discussions, the level Kd can be
ignored. The other five levels are constant.

Several detailed analyses for this eye pattern have been
reported in Appendix A of the ATEC Digital Adaptation Study,
RADC-TR-76-302. It was assumed that two zones would be used for
counting pseudo errors. The upper pseudo error zone extends
from d to (2d-a) volts, and the lower pseudo error zone extends
from -d to -(2d-a) volts. For the math models used in the mathe-
matical analyses, the pseudo error rates for the upper and lower
zones are equal; therefore, the total error rate for che two
zones is equal to twice the pseudo error rate for either of the
single zones. The VICOM eye pattern used during laboratory
testing was found to be so asymmetrical that it was necessary
either to use a single pseudo error zone on one side of the
signal, ignoring the other side, or to provide the hardware with
additional degrees of freedom and control loops so that both
sides of the sianal could be tracked separately. Because of
power, size, a'id schedule constraints, it was decided to use
only a single pseudo error zone. Most of the mathematical
analyses and computer programs had been finished at the time
that the asymmetry was discovered; theLefore, all pseudo error
rates in these iocuinents are expressed as two "one or "two4 sided" pseudo error rates unless otherwise specified. Inter-

preting results stated in terms of the two-zone pseudo error

rate definition will cause no hardship as long as it is remem-
bered that the single-sided pseudo error rate is equal to half

of the two-sided pseudo error rate. In this report, the number
I or 2 will follow the letters PER may appear without the number
I or 2 following, in which case, it is the two-sided error rate
which is being referred to. These and some other useful defi-
nitions are listed below:

PERl the one-sided pseudo error rate.

PLtk2 the two-sided pseudo error rate = 2 x PER1.

15

I'



PER H PER2 unless specifically stated to the contrary.

BER the Baud error rate = the bit error rate for this one-
bit-per-Baud eye pattern.

P[A] - tie probability that A is true.

P[A B] E conditional probaibility of A given that B is true.

P (A,B] joint probability that A and B are both true.

S2  signal power in eye pattern.

N 2 - noise power in eye pattern.

a normally distributed random variable with mean = 0 and
variance = N2 .

z 2 a normally distributed random variable with mean = 0 and
variance = 1.

Q(x) - P[z>xfzN(0,1)J which is to be read as "the prob-
ability z is greater than x, given that z is a
normally distributed random variable with mean equal
to zero and variance equal to one."

Q-l(p) [x[Q(x)=p] which is read as "Q inverse of p is
defined as equal to the value of x for which Q of
x equal to p."

Q'(x) d Q(x) which is equal to minus the density function

of the N(0,1) distribution at point where the random

variable is equal to x.

1.1.6 Pseudo Error Rate Equation

The pseudo error rate for the three-level eye was derived in
Paragraph 1.1.4 with the results for the one-sided and two-sided
solutions. The one-sided solution is:

PFR = (1/4) {Q(a/N)+Q(d/N)-2Q 1 (2d-a)/N]
, ~+Q(3d/N)-Q [(4d-a)/N }(i-9

1
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1.1.7 Computation of Dispersion Amplitude

Using the equations just developed, it is possible to compute
the dispersion, a/d, for a fixed pseudo error rate, PER1, for a
given noise level, N/d, or a given bit error rate, BER. When
solving these equations it is convenient to express the equation
in terms of three variables: pseudo error rate, PER1; disper-
sion, a/d; and decision level to noise ratio, d/N.

PER1 = (1/4) {Q [(a/d)(d/N)] + Q(d/N)-2Q[2(d/N)-(a/d) (d/N)]

+Q [3(d/N) - Q [4(d/N)-(a/d)(d/N)]} (1-10)

1.1.8 Pseudo Error Rate Loop Analysis

A block diagram of the control loop for holding the pseudo error
rate constant is shown in Figure 1-4. The three parameters
which affect the loop ai'e shown entering at the left hand side
of Figure 1-4. These three parameters are the Baud rate, B, the
rms noise level, N, and the signal level, d. For the system
presently under study, the Baud rate, B, is equal to 12,552,600
Baud/sec. The signal level, d, is held constant by an AGC
system. Thus, the only variable entering the pseudo error rate
control loop i.s the rms level of the noise, N.

0280. 13

LEVEL BY 2048 8/8192DETECTOR COUNTER ERRO SIGNAL e
-- ERROR SIGNAL, e

J ( 4)

, 12 BIT
12 BIT D/A a

4 UP-DOWN d VOLTS . o- ,
BAUD COUNTER FULL

I A T .- B '+ S C A L E

PSEUDO ERROR

DETECTOR

P TRANSFER FUNCTION

RMS NOISE N d
LEVEL N
SIGNAL
LEVELd

FIGURE 1-4. PSEUDO ERROR RATE CONTROL LOOP
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In order to keep the amplitude of the output, a, dependent upon
only one variable, N, the control loop in Figure 1-4 must keep
the pseudo error rate, PER1, constant. The summing device is an
up-down counter in which pulses into the lower input cause it to
count up, pulses into the upper input cause it to count down,
and simultaneous pulses into both inputs cause it to do nothing.
The lower input into the summing device is the output of the
pseudo error detector which transmits one pulse for each pseudo
error. The average number of pseudo error pulses transmitted
per second is equal to the Baud rate, B, times the pseudo errorprobability per Baud, PER1. The upper input to the summing

device is obtained by dividing the output of a lower level detec-
tor by 2048. The reason for using the lower level detector is
that the pseudo error detector in this system looks for pseudo
errors only around the lower level. When the probability of
receive bauds being at the lower level is 1/4, the lower level
detector can be replaced by a divide-by-4 counter. Normal data
patterns are sufficiently random that a lower level probability
will be 1/4; however, the lower level detector is used in pref-
erence to a divide-by-4 counter in order to keep the ratio of
pseudo errors made per Baud tested constart even in the presence
of special test patterns. For normal data patterns, the average
rate out of the lower level detector is equal to 1/4 the Baud
rate, B/4, so that the average rate out of the divide by 2048
counter is B/8192. The average rate of the error signal, e, out
of the summing device is equal to the difference between the
rates of the lower and upper inputs.

e = B x PER1 -B/8192 (1-11)

Assuming that the control loop drives the error signal, e, to

zero, and that the baud rate, B, is not equal to zero, the
pseudo error rate can be determined from Equation 1-11.

PER1 = 1/8192 given e=0, BO (1-12)

The pseudo error rate can be readily adjusted by changing the
count down ratio in the 2048 counter.

For computation of the dynamics of the pseudo error rate control
loop, the equations will be simplified by defining two new vari-
ables, A and D, to replace the three variables, a, d, and N.

* Define A a/d (1-13)

and D d/N (i-14)

where d a system constant (1-15)
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PER. = (1/4) Q(AD)+Q(D)-2Q (2-A)D
+Q(3D)-Q (4-A)D (1-16)

1.2 MOTIVATION FOR THE PRESENT STUDY

Based on the results and analysis of Reference 1, quoted in part
in Suosection 1.1, it was concluded that if different countdown
ratios were used in the BEM measurement, then a unique disper-
sion would be observed for each countdown ratio. Accordingly,
in the basic error rate equation,

4(PERI)=Q(AD)+Q(D)-2Q((2-A)D)+Q(3D)-Q((4-A)D), (1-17)

where the terms have all been defined in Subsection 1.1. It is
seen that if PERl(=l/(count down ratio))is changed and if the
corresponding value of A is measured, then the only unknown is D
for each measured pair (count down ration and A). If the noise
type were known, then the form of the Q function would be known
and Equation 1-17 would yield the same value of D for each mea-
sured pair (count down ratio and A), except for measurement and
modeling errors. In Reference 1, the measurements were assumed
to be taken in the presence of Gaussian noise, and it was found,
indeed, that the value of D was essentially the same for dif-
ferent testing conditions.

This suggested that BEM mea'urements, using different count down
ratios with the corresponding measured dispersions, zould be
used to detect the type of signal being used to corrupt the mea-
surement. This hypothesis was based on the following observa-
tions:

a. The error rate Equation 1-17 was shown to be valid to a
close approximation for Gaussian noise in Reference 1.

4 b. The derivation of Equation 1-17 is equally valid for any
corrupting signal, provided that it is of a random nature
(so that it may be described by a distribution function).

c. If the value A was measured and the value D was deter-
mined, then the value A.D would be known. The expression

A "Q (A.D) in Equation 1-17 then represents a value of the
distribution Q for a known value of its argument (A.D);
that is, each different value of A.D represents a dif-
ferent point for which Q is determined. A sequence of
such measurements then determines the shape of the Q
distribution curve for the corrupting random signal, witth
the use of equation 1-17.
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d. If the Q distribution curve were sufficiently different
for different random test signals, then the generation of
the Q curve from BEM measurements on an unknown signal
could be used to classify that signal within the set of
test signals.

The present study was undertaken to examine the ability to dis-
criminate between corrupting signals using BEM measurements as
described above and to develop methods for performing the dis-
crimination.

1.3 SUMMARY OF PRESENT STUDY

Based on the discussion of the above sections. the resent study
was initiated.

The basic question which was to be answered in the study was to
determine if Q distribution curves generated from BEM measure-
ments were adequate for the discrimination and identification of
interfering signal types, assuming that the BEM equipment was
modified only to the extent of using a set of count down ratios,
as contrasted to one ratio in the original equipment.

BEM measurements for a set of test signals, at different count
down ratios and different power levels, were taken as described
in Section 2. It was found from measurements, and from the
analysis of Section 3, that pulsed signals could not be distin-
guished from from their parent nonpulsed signals from a Q
distribution viewpoint because of the inherent averaging process
used in the BEM measurements. It was found, however, that the
effect of power level could be removed as a factor in discrim-
ination because of a simple normalizing technique developed in
Sections 5 and 6.

The methods for generating the Q distribution are develofed in
Sections 5,6,7,8, and a motivation for the methods is given in
Section 4.

The signals used as test signals for constructing the reference
data base are discussed in Sections 8, 10, 11, and the results
of the discrimination capability are glven in Sections J0 and

11. The basic analytical method used for discriminatlon, as

* opposed to the Lwul VL'JA%:LVdL1V1 WL Lt! UIbLLbUL±iU± curve,
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was the method of linear discriminates. This method is de-
scribed in some detail in Section 9. Results are shown to be
good if the signal type have, indeed, a different Q distribution
curve.

The general conclusions and recommendations are given in Section
12.
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Section 2

DESCRIPTION OF EXPERIMENTAL TECHNIQUE

2.1 GENERAL DISCUSSION

Laboratory experiments were conducted for the Baseband Eye
Monitor (BEM) Signal Discrimination and Identification Study
Program, in order to provide Bit Error Data versus BEM Dis-
persion Voltage when various signal interference types are
introduced into the BEM system.

The components utilized in the experiments are listed in Table

2-1

TABLE 2-1. LABORATORY EQUIPMENT

Description Manufacturer Model

Digital Multiplex Switch Vicom Tl-4000
Baseband Eye Monitor Honeywell
Active Coupler Honeywell
True RMS Voltmeter H-P 3403C
Event/Internal Counter H-P 5330B
DC Voltmeter Fluke 8200A
Noise Generator Marconi TF2091
Signal Generator H-P 8640B
Signal Generator H-P 3330B
Signal Generator IEC F34
Summing Amplifier honeywell N/A
Impedance Matching Pads Honeywell N/A

2.2 LABORATORY TEST SET-UP

I i, A block diagram of the test set-up used for the BEM studyprogram is shown in Figure 2-1. The "gain" of the BEM active

coupler was modified to provide the proper signal level to the
BEM using the laboratory test configuration.

2.3 BEM TEST MODIFICATIONS

To provide correlation between BEM "Dispersion" data (as a func-
* tion of signal interference) and the analytical results, it was
.* necessary to incorporate a means of varying the "pseudo error
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rate" of the Baseband Eye Monitor. This was accomplished using
a series of thumbwheel switches to provide a selectable count-
down ratio for the "a" control board (A8). A block diagram of
this function is shown in Figure 2-2. The pseudo error rate was
changed by altering the countdown ratio in the high speed
up/down counter section of the A8 card. A partial schematic of
the A8 card is shown in Figure 2-3.

As the countdown ratio is reduced the pseudo error rate
increases and provides a value of dispersion voltage which
represents a point higher on the gaussian distribution, as
illustrated below.

VARIOUS POINTS SELECTED BY
INCREASING PSEUDO ERROR RATE

ORIGINAL BEM COUNTDOWN
(- 2048)

30

GAUSSIAN DISTRIBUTION CURVE

The countdown ratios selected for the first experiments were as
shown below:

:9216 (original BEM)
:46C8
2304
:1152

After taking a number of sets ot data using various interterence
types, the results were cross-checked against initial analytical
predictions. The comparison between empirical and analytical
results showed that there was a need to decrease the countdown
ratio further. This was needed to both refine the analytical

approach and to provide a basis for selecting countdown ratios
that would provide the best signal discrimination capability
with the fewest number of countdown ratios. As a result the
number of countdown ratios was incroasea to include: : 288,
:72, :36, and :20.

2.4 TYPE UF DATA COLLECTION

Since most laboratory study programs are basea upon repeatable
empirical data, the primary objective at the start of the

25



0280.52

DETECTOR COUNTER ERROR SIGNAL, e
~4)

4SED ERROR dVOT
BTRASFE FUNCTIONUL

AI GNALSAL

FIURE 2-.PEUORRORAEOOROLLO

SINA

26



0280-146B

a 212 1

2 50 4

2 151 +a

33

CC LCFL

NofSg i f SNMN II 1ICKES

~~ I VEPE M VES 6 NO 34Z2542

FIGURE 2-3. MODIFIED BEM A8 CARD
(PARTIAL SCHEMATIC)

27



program was to verify the results obtained when the BEM equip-
ment was originally delivered to Rome Air Development Center.

The tests conducted during the initial program when the BEM
equipment was developed, were based upon usage as a bit error
rate measurement device in a system where white noise (Gaussian
distribution) was the only contributor to system performance
degradation. To verify that the equipment was operating within
the original design concepts, extensive tests were cor:ducted to
correlate results of the original design tests to results
obtained for the equipments received after use in the field.
During the initial phase of the program, effort was concentrated
on nbtaining good correlation between the original and current
empirical cata, using white noise as the interference source.
Due to the highly sophisticated nature of this equipment, it was
extremely important to establish a reliable baseline between
past and present performance characteristics.

This baseline was established by recording the value of disper-
sion voltage and true rins outputs (dc voltage outputs) from the
BEM under specified carrier to interference ratios. In addition
to the dispersion and true rms data, the bit error rate was
measured at the Vicom TI-4000 unit. The "error output" test
jack of the "RCV input module" was used for the bit error
counted for specified time intervals. The bit error rate (BER)
was then calculated using the equation shown below:

Bit Errors CounteJbit Rate x Time

The bit rate used was 12.5526 MHz, and the time wa- the time
interval over which the bit errors were collected. The time
interval was selected between one second and 100 seconds
depending on the expected BER value. For low values of carrier
to interference ratios the BER values would be high (;Nxl0-3 ),
and the time selected would be one to two seconds. For low BER
values (--Nxl0 - 6 and lower), a time interval of 100 seconds would

,be used.

* ',i 2.5 TYPES OF INTLRFLRENCL CONSIDERED

Durlr.j the initial phase of the study program, the following
signal types were considerea; White noise (Gaussian Distribu-

*tion), Swept Cw, Pulsed CW, Single Frequency with FM Noise
* Modulation and Single Frequency with AM Noise Modulation.
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However, due to limitations of the signal generating test equip-
ment, the list of signal types was changed to permit accurate
correlation between analytical and empirical test results. When
attempts were made to generate a single frequency sinusoid with
AM or FM noise modulation, the spectral output showed charac-

teristics that could not be described usino i basic mathematical
equation. The alternative was to select a Aingle frequency
sinusrid with AM or FM sine wave modulation. Another signal
type that could not be provided was pulsed noise. Since there
was no alternate signal type that could be related to this
complex wave form, it was eliminated from the list of signal
types where empirical data was to be obtained.

A detailed definition of each of the signal types tested is
given below. In each case, the baseband "eye" signal is denoted
as the carrier, "C", and the interference signal as "I". In all
cases the "C" and "I" signals were applied to a summing ampli-
fier. The output of the summing amplifier contained both
signals, and was fed back to the input of the Vicom TI-4000.
The signal to noise or carrier to interference ratio (C/I) was
the ratio of power contained in the output between the carrier
and interference signal.

a. White Noise (Gaussian Distribution)

Band Limited - 12 kHz to 552 kHz

C = 12.5526 x 106 bits/second

I = Band limited white noise interference level.

b. Swept CW

Single frequency sinusoid, slowly swept from 1 MHz to 12.5526
AI MHz.

C = 12.5526 x 106 bits/second

I = P Sin wt

Where P is the selectea value of interference level, and W
varies from 6.283 x 106 to 7.5398 x 107 radians/second.

c. Single Frequency CW

Single frequency sinusoid, set at one fourth the bit rate of

the Vicom Tl-4000

C = 12.5526 x 106 bits/second

I = P Sin wt
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Where P is the selected value of interference level, and W =

2.002 x 107 radians/second.

d. Single Frequency with FM Sine Wave Modulation

C = 12.5526 x 106 bits/second

The FM carrier frequency is described by the equation

e i = Ei Cos wit

Where Ei is the selected value of interference level and wi
is the FM carrier frequency select at one fourth of the bit
rate of the "Baseband Eye".

4i = 2.002 x 107 radians/s.econd.

The modulating signal is described by em (t) = Em Cos wmt.

Where Em represents the peak value of the modulating wave
form and win is the radian/second equivalent of the modulating

frequency.

Three modulating frequencies were used, 100 Hz, I kHz and 5
ktiz. The final equation for the FM modulation signal is

I = es(t) = Ei Cos (wi t + KEm/wm Sin wmt)

Where KErn represents the maximum frequency deviation of the
FM carrier. The maximum frequency deviation was ±20 kHz in
all cases, due to limitations of the signal generator. The
total summed signal applied to the system is then described
as C + I = C + es (t).

e. Single Frequency with AM Sine Wave Modulation

C = 12.5526 x 107 bits/second.

The AM modulated signal (double sideband) is described by the
equation

I = el(t) = [K + em(t)J cos wi t

Where Cm (t) is the basic modulating frequency shown by the
equation below:

em(t) = E Cos wmt
The term COSLjct is the AM carrier frequency. The value of wi

was 2.002 x 107 for all AM tests. Two values of wm were
used, 628 and 6.28 x 103 radians/second.
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2.6 DATA ACCURACY AND CONSISTENCY

During the course of testing on the BEM Study Program, three
types of measurements were performed: True rms ac voltage, dc
voltage, and counts per unit time. The accuracy of each of
these measurements is discussed separately below.

2.6.1 AC Voltage - True RMS

The true rms voltage measurements were made on the output of the
baseband coupler, and consisted of the baseband eye voltage or
the Interference Level. The measurements were made indepen-
dently by disconnecting the undesired signal at the input to the
summing amplifier. The accuracy of the true rms voltmeter is ±2
percent over. the frequency range used.

2.6.2 DC Voltage Measurements

Tie dc voltage measurements consisted of the dispersion voltage
output and the tiue rms output of the BEM. The accuracy of the
meter used was 0.01 percent.

2.6.3 Bit Error Per Unit Time (BER)

The bit errors were obtained from a dc pulse output from the RCV
input module (type 4023) error output on the Vicom TI-4000. The
counter accuracy was plus or minus one count. For BER values
greater than 10', the number of counts collected was always
greater than 100 in any counting interval, therefore the
accuracy was a maximum of ±1.0 percent at 107 and decreased as
the BER value iucreased above 107. For BER values less than
107, the number of counts was less than 100. Therefore the
accuracy tolerance would increase accordingly, i.e., for a bit
error count of 50 ±1, the tolerance would be basically ±2
percent.

Repetitive counts measurements were made in all cases, regard-
less of the BER value, which provides a higher degree of con-
fidence in most cases regarding the cohsistency of the data

Li obtained. However, this factor only provides an intuitive feel
for the accuracy of the data. At a BER value of 109, the count

"* accuracy could not be firmly quoted as anything less than ±10
percent.

The accuracy of the time interval used for any of the error
counts collected was 106, and is well below the ±1 percent value
at a BER of 107. Therefore, the accuracy tolerance of the time
interval is not considered a factor in this measurement.
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2.6.4 Data Consistency

The data consistency was considered excellent during the labora-
tory test period. This is primarily a judgment factor based on
review and comparison of data during the entire course of the
laboratory test series.

Prior to restarting any test series or changing interference
types, the test set-up for Gaussian noise was reconnected and
data was measured for selected levels and countdown ratios (for
the A8 card in the BEM unit). The data was then compared to
verify the consistency and operational integrity of the
BEM/Vicom equipment.

2.7 DATA PRESENTATION

The raw data collected during the test program is presented in
this section. Explanation of raw data will be brief, since the
primary purpose of the BEM Study Program was to determine the

feasibility of discriminating various signal types using the BEM
equipment. The raw data was used as a tool to verify and refine
analytical concepts developed during the program.

The initial data is contained in Tables 2-2 through 2-7, and was
used as a foothold in the early stages of the analysis and devel-
opment of equations used for signal discrimination. Each table
shows the interference level used, BEM dispersion voltage, count
interval, number of error, BEM rms output dc voltage, calculated
BER and the carrier to interference ratio. Tables 2-2 through
2-7 show the results of Gaussian and sine wave interference, as
a function of interference level and countdown ratio.

Table 2-8 shows the results of a constant sine wave interference
level as a function of frequency and countdown ratio.

Tables 2-9 through 2-11 show the results of FM interference as a
function of interference level, for three different countdown
ratios.

After collecting the previous data, the results of the analysis
showed that it was necessary to collect data for a wider range
of countdown ratios. Tables 2-12 through 2-19 show the results

y of tests performed with eight countdown ratios ranging from 9216
to 20, as a function of interference level.
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TABLE 2-2. BAND LIMITED GAUSSIAN NOISE - 12 kHz TO 552 kHz

Inter- BEM Dispersion BEM RMS

ference DC Output Bit Error DC Voltage Bit Error C/I

Level -VC) Time Count Monitor Rate Rate

MVRMS 1-CH 7CH Sec eTl I c  CMT7cM 1 CM 7 CH (db)

BEM Coupler Input = 0.306 VRMS

None
Added 2.320 2.660 100 0 0 2.4810 2.482 <8 x 1010 N/A

54.9 9.400 9.401 10 871831 769372 6.9xi0
'3  

6.15x10
- 3 

5.57

867644 771813 (14.9 db)

861814 771185

860710 773112

50.2 9.230 9.298 10 544166 482628 4.3x!0
-3  

3.82xi0
- 3 

6.09

537933 480412 (15.7)

541327 477244
539705 476491

44.4 8.480 8.950 10 257011 220320 2.05x10
"3  

1.75x0
"3 

6.89

259562 221271 (16.76)

257165 219685

38.8 6.597 7.395 10 94554 77013 7.57x10
-4  

6.2xI0
"4  

7.88
96384 77365 (17.94)

94445 77675
94139 77297

34.0 5.700 6.522 10 25723 22593 2.05xi0
"4  

1.8x10 
4  

9.0

25751 22485 (19.08)

25883 22714

28.3 4.876 5.700 60 14074 17685 1.87Y10
- 5  

2.32x10
"5  

10.8

14133 17475 (20.68)

14024 17304

23.7 4.267 5.050 100 1255 2209 1.01xi0
"6  

1.75xi0
"6  

12.9
1247 2226 (22.2)
1307 2177

20.0 3.866 4.576 100 44 89 3.74x10
"8  

7.56x10
"8  

15.3
!42 102 (23.7)
I "52 105I

18.0 3.623 4.299 100 4 7 3.7xi0
- 9  

5.58x10
-9  

17
4 6 (24.6)

4 83
7

I7

ORIGINAL BEM CONFIGURATION

K33
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TABLE 2-3. BAND LIMITED GAUSSIAN NOISE - 12 kHz TO 552 kHz

Inter- BEM Dispersion BEM RMS

ference DC Output Bit Error DC Voltage Bit Error C/I

Level (-VDC) Time Count Monitor Rate Rate

MVRMS 1 CH 7 CH Sec 1 CH 
7 
CH 1 CH C H I CH 7 CH (db)

BEM Coupler Input 0.305 VRMS

None
Added 2.318 2.662 100 0 0 2.4811 2.4820 <8 x 1010 N/A

55.0 9.218 9.330 2 160873 148382 2.5220 2.5225 6.412x10
- 3 

5.903x10
- 3 

5.5

161149 148078 (15.9)
161134 148198

49.6 8.836 9.047 4 185372 159582 2.5085 2.5168 3.704x10
"3  

3.186x10
"3 

6.15
185540 160892 (15.8)

186900 160649

43.7 7.249 8.016 8 186190 153839 2.5038 2.5050 1.832x0
"3  

1.543x10
-3 

6.98
182417 156765 (16.9)

182392 153659

39.1 6.255 7.012 20 183276 163175 2.5000 2.5004 7.309x10
4  

6.472x10
"4 

7.8
183734 161831 (17.8)

183534 162412

34.4 5.322 6.139 60 117151 114531 2.494r 2.4980 1.555x10
-4  

1.52x10
"4 

8.86
117154 114442 (18.9)

117115 114733

23.2 3.931 4.770 60 349 752 2.4825 2.4880 5.178x10
- 7  

1.022x10
-6 

13.1
411 785 (22.4)

396 771

20.3 3.669 4.392 90 50 136 2.4835 5.13x10
8  

1.75x0
- 7  

15.0

67 117 (23.5)

1 51 131

18.1 3.458 4.155 90 8 12 2.4799 2.4822 7.08x10
"9  

9.74x10
- 9  

16.8
4 10 (24.5

DATA RUN WITH CHANGE TO A8 (-4608)

ii
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TABLE 2-4. SINE WAVE 3. 1864 MHz

Inter- BEM Dispersion BEM RMS

ference DC Output Bit Er :r DC Voltage Bit Error C/I
Level -VDC) Time Count Monitor Rate Rate

MVRMS I CH 7CH Sec I 7CH 1CH 7 'C 1C 7CH (db)

BEM Coupler Input - 0.305 VRMS

None

Added

80.6 6.119 6.503 1 172638 140529 2.5660 2.5666 1.36x10-2  1.1x10"3  3.78
169914 134647 (11.5)

169076 138717

77.2 59.2 6.312 2 170708 153008 2.5575 2.5564 7.05X0 3  6x10 3.95
180081 14902b (11.9)

179977 149848

70.2 5.518 5.957 10 124384 137583 2.5479 2.5518 1.0x10 -3  1.08x10 "3 4.34
126842 137200 (12.76)
125155 135139

64.9 5.238 5.666 100 157973 141863 2.5379 2.5443 1.22x10 4  1.12x0 "4  4.7
152836 139984 (13.4)
152450 140906

62.8 5.148 5.598 100 67450 46270 2.5290 2.5318 5.37x10 "5  3.74x10 "5 4.85
66792 46960 (13.7)

67767 47234

59.0 4.979 5.430 100 7040 2581 2.525 2.529 5.61x10- 6  2.15x10"6 5.2

7200 2718 (14.3)
6496 2736

-58.4 5.375 00 1496 446 2.5278 2.5276 1.19xi0 "6 3.35x0 "7 5.22

1500 420 (14.3)
1423 403

55.5 4.772 5.204 100 573 120 2.5215 2.5238 4.374x10-7  8.44x10"8  5.49
549 99 (14.8)

________ ~468 106 __________________

ORIGINAL BEM CONFIGURATION
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TABLE 2-5, SINE WAVE 3.1864 MHz

Inter- BEM Dispersion BEM RMS

ference DC Output Bit Error rC Voltage Bit Error C/I

Level (-VDC) Time Count Monitor Rate Rate

MVRMS I CH 7 CH Sec 71 CH 1 7 CH 1 CH 7 CH (db)

BFN Coupler Input - 0.305 VRMS

NoIe

Added 2.267 2.662 2.4761

77.2 5.740 6.255 2 130178 1135423 2.5515 2.5525 5.935x10- 3  5.337xi0 - 3  3.95
14u572 134844 (11.9)

148408 133091

80.6 'j.060 6.389 1 15580i 129329 2.5649 2.5560 1.235x10
- 2  

1.012x10
- 2  

3.78
156615 128703 (11.5)

_ _154393 124553
127010

70.2 5.363 5.847 10 107971 135154 2.5375 2.5382 8.365x10
"4  

1.075xl0
- 3  

4.34103947 136794 (12.76)
1 0501C 1 34900

64.7 5.094 5.636 60 72438 78916 2.5310 2.5380 9.759xi0
"5  

1.05x10
-4  

4.7

73746 79(48 (13.5)
75139 7-430

60.4 4.866 5.354 60 8432 5016 ..5182 2.5208 1.035xI0
-5 

6.506xI0-
6  

5.05

7742 4753 (14.0)

7546 4999

56.8 4.680 5.161 60 574 152 2.5170 2.5197 7.966x10
-7 

2.124x10
-7  

(14.6)
600 174

521 146

58.9 4.780 5.271 60 3308 1384 2.5185 2.5194 4.249x10-
6  

1.76x10-
6  

5.2

3019 1300 (14.3)
3183 1297

62.8 4.958 5.454 60 26480 22127 2.5266 2.5273 3.478x10
- 5 

2.94x10
-5  

4.65

25913 21478 (13.7

26121 21761

DATA RUN WITH CHANGE T0 A8 (:4608)
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TABLE 2-6. SINE WAVE 3.1864 MHz

Inter- BEM Dispersion BEM RMS
ference DC Output Bit Error DC Voltage Bit Error C/I
Level (-VDC) Time Count Monitor Rate Rate
MVRMS 1 CH 7 CH Sec 1CH7 cH ICH 17 CH I CH 7 CH (db)

BEM Coupler Input = 0.305 VRMS

None

Added 2.125 2.550 2.4760 2.4780

80.2 5.813 6.262 1 177857 136619 2.5595 2.5620 1.416x10- 2  1.09x10-2  3.8
176865 141910 (11.6)
178045 135475

76.8 5.562 6.054 2 177744 154561 2.5520 2.5585 7.08x10-3  6.12x10-3  3.79
174899 151877 (12)
178766 153722

70.1 5.164 5.716 10 133065 145131 2.5435 2.5450 1.06x10 - 3  1.157x10 - 3  4.35
132715 145679 (12.8)
129708 141919

64.6 4.895 5.437 60 95939 89911 2.5315 2.5378 1.26x10-4  1.175x10- 4  4.72
93310 87127 (13.5)
q4801 88057

62.4 4.792 5.321 60 31178 26174 2.5300 2.5325 4.182x10 5  3.42x10- 5  4.89
31611 25545 (13.8)
31773 25463

60.7 4.730 5.262 60 11586 5900 2.5163 1.47x10- 5  7.78x10"6  5.1
11185 5861 (14.0)
10759 5817

58.9 4.644 5.185 60 4913 2140 6.58x10 - 6  2.84x10- 6  5.::
4945 2089 (11.3)
5037 2142

56.8 4.485 5.047 100 678 250 2.5162 5.4x10
- 7  

1.99xlc
- 7  

5.37

691 291 (14.6)
655 227

DATA RUN WITH CHANGE TO A8 (i2304)
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TABLE 2-7. SINE WAVE 3.1864 MHz

Inter- BEM Dispersion BEM RMS

ference DC Output Bit Error DC Voltage Bit Error C/I

Level (-VDC) Time Count Monitor Rate Rate

MVRMS 1 CH 7 CH Sec 1 CH 7 CH CH H C 7 CH (db)

BEM Coupler Input = 0.305 VRMS

None

Added 1.980 2.480 0 2.4825 2.4820

80.4 5.627 6.178 1 165453 137844 2.5640 2.5630 1.34x10
- 2  

1.06x,0
- 2  

3.8

169978 133524 (11.6)
168904 133514

77.2 5.324 5.915 2 164225 140899 2.5545 2.5535 6.7x0
-3  

-,616xi0
- 3  

3.95
169561 143484 (11.9)
168058 141682

70.2 4.912 5.576 10 114844 132711 2.5415 2.5440 9.16x10
- 4  

1.06xi0
-3  

4.34

116240 133359 (12.7)

115003 131299

64.9 4.650 5.288 60 78884 78773 2.5345 2.5360 1.045x10
"4  

1.055x10
" 4  

4.7

78638 79838 (13.4)

78761 79526

62.8 4.548 5.180 60 25458 23074 2.5305 2.5325 3.37x10
- 5  

2.987x10
- 5  

4.86
25518 22434 (13.7)

24861 22529

60.7 4.439 5.077 60 8264 4584 2.5295 2.5276 1.07x10
" 5  

5.84x10
"6  

5.f.2
8013 4269 (14.0)

8009 4447

58.9 4.361 4.990 60 2982 1578 2.5245 2.5235 3.98x10
" 6  

1.99x10
"6  

5.18

3360 1488 (14.3)

2675 1464

" 6.8 4.240 4.255 60 711 825 2.5235 2.5225 6.37x10
- 7  

5.9748x10
"7 

5.4
768 786 (14.6)

926 688

DATA RUN WITH CHANGE TO A8 ('1152)
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TABLE 2-8. SINE WAVE INPUT - CONSTANT AMPLITUDE

(C/I = 4.34 = 12.74 db)

__Di sersion (-VDC
Error Error 20 15 28 7 36 20

Frequency Time Count Count 1 CH 1 C1 I CH 1 CH 1 CH 1 CH
MHz Sec BER - CH BER - 7 CH C C 7CH 7 CH 7CH 7 C1 Comments

1.0 0.2 74463 83636 7.4-1 7.278 6.826 5.758 4.680 3.562 C/I = 4.34
74438 84071 -"-(12.74 db)

75000 83796 7.318 7.211 6.910 5.981 4.954 3.516

2.97x0
-2  3.33x10

-2

2.0 0.5 126926 204443 6.712 6.110 5.420 4.238 3.805 3.206 C/I - 4.34
125337 19951' 1_1_(12.74 db)
128727 122688 6.640 6.467 5.947 4.666 3.951 3.717

2.02xi0"- 2. x10
2

3.18C4 10 139173 155913 5.296 5.043 4.020 3.461 3.160 2.674 C/I - 4.34

137520 152716 - - (12.74 db)
140380 150477 5.840 5.682 5.260 4.069 3.160 2.688

1x10" 3  1.22x10"3

4.0 10 20125 23197 4.947 4.707 3.656 3.071 2.787 2.366 C/I - 4.34
20089 22315 - - (12.74 db)
20573 22661 5.486 5.341 4.917 3.768 3.019 2.380

1.6x10-
4  

1.8xi0-
4

5.0 100 42 1-2 4.277 4.051 3.065 2.423 2.138 1.795 C/I " 4.34
45 - (12.74 db)
45 4.800 3.646 4.254 3.280 2.453 1.885

3.505x10-
8  1.2x109 I

6.3728 100 0 0 3.331 s.130 2.275 1.507 1.306 1.100 C/I = 4.34
0 0 0 -- (12.74 db)
0 0 3.840 .720 3.348 2.611 1.760 1.273

<8x10
-8  

<8x10
1 0

7.0 100 0 0 3.025 2.840 2.118 1.267 1.075 0.897 C/I = 434

0 0 (12.74 db)
0 0 3.525 3.397 3.044 2.404 1.636 1.146

<8x10-
10  

<8x10
1 0

39
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TABLE 2-9. CARRIER FREQUENCY 3. 1864 MHz

FM MODULATION FREQUENCY 1 kliz, FREQUENCY DEVIATION ±20 kHZ

Inter- BEM Dispersion B. EM RMS

ference DC Output Bit Error DC Voltage Bit ErrorCI
Level VDC) Time Count I Monitor Rate ______ Rate

MVRMS 1 CHI 7 CHI Sec 1iCH_ 1iJT i 1 H _ 7C CH 7 Ch (db)

BEM Coupler Input -0.306 VRMS

None

Added 2.259 2.612 2.4710 2.4720

80.6 5.950 6.359 1.0 156041 126722 2.5537 2.5580 1.242x10-
2  

1.0x10-
2  

3.78
153518 126723 11.5

158996 126577

89.9 7.002 6.914 1.0 234339 247865 2.5771 2.5770 1.972x0-
6  

1.944X10-
2  

2.4

235884 242917 (10.6)

~i - - - 2377.41 2442430

None
Added 2.246 2.004 2.4780 2.4794

85.5 6.260 6.617 1.0 185061 131405 2.5710 2.5690 1.465x10-
2  

1.05x10-
2  

3.56

1781.11 131043 (11.0)

1 184967 11321591

75.5 5.606 6.074 2 106640 94948 2.5490 2.5520 4.22x,0-
3  

3.780
3  

4.04

106052 94323 (12.1)

103184 95733

'70.0 5.309 5.799 10 87713 115456 2.5410 2.5435 7.09x10-
4  

9.0ax10-
5  

4.36

L924154 113870 (12.8)
89159 112517

68.1 5.231 5.71R 10 47424 55946 2.1,396 2.5400 3.66x,0-
4  

4.54x0-
4  

4.48

4t)188 56902 (13.0)

~~-1 ______ 457 5o 171

64.,, 5.055 5.S41 10 10499 11719 -2.5342 ' . 540 8.44x0 9.32X10
5  

4.7

1 6'.4 11789 (13.4)

10846 11286

o0.5 4.,'' 5.317 Io 1094 o07 2.5252 2.5207 7.966x10-
6  

4.38xI0-
6  

5.04

1002 554 (14.0)

9 7 411.

58.2 4.744 5.227 1 150 78 2.5193 2.5190 1.36x10-
6  

5.86x10-
7  

5.2
ThS ) RL b9_____ (14.4)

VAARNWITH CHiANGE TOk A8 12 3042)
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TABLE 2-10. cARRIER FREQUENCY 3.1864 MHz
FM MODULATION FREQUENCY 1 kHz, FREQUENCY DEVIATION t20 kHZ

Inter- BED Dispersion S4E RMS

ference DC Output Bit Error DC Voltage Bit Error C/I

Level -VC) Time Count Monitor Rate Rate

MVRMS ICH 7cH Sec 1CR 7CH ICH 7CH 1CH 7C 

BEM Coupler Input - 0.305 VRMS

None I
Added 2.259 2.612 2.4710 2.4720

80.4 5.954 6.380 1.0 159427 127339 2.5530 2.5546 1.266x10
- 2  

1.0xjO
-2  

3.8

159311 125313 (11.6)

156884 126377

89.9 7.036 6.891 1.0 238422 240820 2.5774 2.5795 1.9x10
"2  

1.944x10
- 2  

2.4

238770 244732 (10.6)

233373 243358

85.5 6.267 6.620 1.0 185588 133568 2.5710 2.5694 1.43x10
"2  

1.07xtO
-2  

3.56

179202 132477 (11.0)

180828 135496

75.5 5.594 6.740 2 96742 93629 2.5510 2.5530 3.7x10
"3  

3.72x10
"3  

4.04

90930 95201 (12.1)

93374 91814

70.0 5.324 5.807 10 94658 116920 2.5425 2.5438 7.488x10
-4 

9.24x10
"4  

4.36

92938 116336 (12.8)

93785 113969

68.1 5.227 5.704 10 41298 55005 2.5401 2.5406 3.266x10
-4 

4.39x10
4  

4.48

4109 55178 (13.0)

40141 55098

64.9 5.057 5.550 10 9522 11473 2.5352 2.5356 7.33x10
"5  

9.4x10
- 5  

4.7

9387 11817 (13.4)

8831 11824

60.5 4.847 5.326 10 1076 66 2.5240 2.5260 8.76x10
"6  

4.38x10
6  

5.04

1111 588 (14.0)
1200 512

41
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TAiSLE 2-li. CARRIER FREQUENCY 3.1864 MHz

FM MODULATION FREQUENCY I kHz, DEVIATION ±20 kHZ

Inter- BE4 Dispersion BEM RMS

ference DC Output Bit Error DC Voltage Bit Error C/I
Level ( -VDC ) Time Count Moni tor Rate Rate

MVRMS 1 CH 7 CH Sec 1 CH 17 CH 1 CH l 7 CH 1 CH 7 CH (db)

BEM Coupler Input - 0.305 VRMS

None "I

Added 2.111 2.532 2.4840 2.4835

89.5 6.844 6.770 1.0 223560 230791 2.5844 2.5826 1.776-!.0
-
2 1.816x10

"2

219936 228693

225365 226443

85.6 6.461 1.0 161299 2.5705 1.266x10
-2

158777

158108

85.6 6.154 6.444 1.0 201293 161384 2.5718 2.5700 1.601X10
"2  

i.275x10
"2

198393 160399

203904 159896

80.5 5.776 6.213 1.0 175810 140222 2.5612 2.5650 1.358x10
-2  

1o115x10
"2

170949 139816
170627 141378

77.2 5,530 6.043 2 176829 147933 2.5549 2.5540 7.01x10
3  

5.815x10-
3

175127 146543

170765 146271

70.2 5.149 5.695 10 105254 134882 2.5435 2.5462 8.0bxlf
-4  

1.08x10
"3

98963 137466

101681 134111

64.8 4.864 5.411 60 63330 70525 2.5373 2.5355 8.23x10
- 5  

9.23x10
"5

62330 68922

60715 69774

.4 62.8 4.827 5.305 60 21140 17625 2.5195 2.5311 2.85x10
5  

2.323x10
- 5

23554 17770

• 20436 17365

58.9 4.594 5.117 60 2267 972 2.5250 2.5272 3.25x10
-6  

1.3 x 10-6

2453 965
2566 1038

li? 56.8 4.458 5.000 60 326 113 2.5207 2.5200 3.65xi0
"7  

1.39x10
-7

238 102

! 308 98

Y DATA RUN WITH CHANGE TO A8 ( 2304)
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Section 3

ANALYTICAL DISCUSSION OF PROBABILITY
DISTRIBUTIONS

3.1 METHODS FOR COMPUTING DISTRIBUTIONS OF FUNCTIONS

There are several methods for computing the probability distri-
bution of a random variable y defined by a known deterministic
function of a random variable x whose distribution is know. The
functional relation may be expressed

y = g(x), (3-1)

where,

g(.) is a known functional form.

x is a a random variable whose probability density
function is fx(x). Here, the subscript x on f denotes
the x density functional from fx('), and the x in the
argument (.) denotes the random variable x.

y is a random variable whose probability density function,
as yet unknown, is denoted by f (y), the notation being
the same as above, noting that Tx and fy are different
functional forms.

The desired result is to find the probability density function
fy(.) from a knowledge of g(.) and fx(').

3.1.1 Probability Density Function Method

To illustrate this method, consider the deterministic curves
y = g(x) defined by Equation 3.1, as shown on Figures 3.1a and
3.1b.
Figure 3.1a denotes a monotone curve which has a single value y

for single value x, and inversely. Whenever the random variable

y occurs in the domain dy, the random variable x will lie in the
domain dy, the random variable x will lie in the domain dx and
the probabilities are equal. Using the definition of probabil-
ity density functions, this equality requires that

fy(y)dy = fx(x)dx (3-2)

5
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0280-136

y = g(x) Y g/

,,2
Ii II II i

I 1 I 2  3 1 1!

dx x dxI  dx2  dx3  x

FIGURE 3-1. PROBABILITY DENSITY FUNCTION

From the functional relation of Equation 3-1,

dy = g'(x)dx (3-3)

where g'(.) is the derivative. The desired result, using
Equation 3-2 is given by

fy(y) • g'(x)dx = fx(x)dx

or

fx(X)
fy(y) - (3-4)

ig'(x)l

where the absolute value has been used to account for the
situation in which q'(x) is negative. This follows from the
requirement that the density functions are positive and that the

I ~projection of the se9ment of the curve on the axis x is the same
whether the curve is rising or falling.

The results in a more general case may be established by
2obaervati.n of Figure 3-lb. Here, for a given y and its domain

dy, there are three corresponding domains, dx I , dx 2 , and dx3.

5
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Then, a random y in dy will occur only if x is in dx I , or dx 2 ,
or dx3 . Since these are independent events, the probability
that y is in dy is equal to the sum of the probabilities that x
is in dXl, or dx2, or dx3 . This equality of probabilities
requires that

fy(y)dy = fx(Xl)dXl + fx(x2)dx2 + fx(x3)dx 3

But

dy = g'(x)dx and dy I = dy 2 =dy3 =dy1

so that

dy - g'(xi)dx i for all xi

The results is then

fyy)=fx(Xl) +fx(x2) +fx(X3)(35
fY(Y) !g (xIl lg'(x2)1 l g'(x3)1 3 5

which clearly holds for any number of roots xi i the Equation
3-1, for a given value of y. Generally, the original Equation
3-1 is used to express x in terms of y.

As an example, consider the random variable y defined by

y= a x + b

where a and b are deterministic and x is a random variable whose
density is known and denoted by fx(X). The, using the above
formulas

y = g'(x) = a x +  b

I

y g(x)'(x)x = a'( 3)

But from the defining relation

x= (y-b)/a

diatt53
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y jal

3.1.2 Random Cosine Wave

A second example is given by the concept of a random cosine
wave. Let I be a random variable defined by

I = P cos(wpt +P)

for fixed wp and P, the random wave is introduced by sampling
the time t at random; Then, the argument represents a random
variable, let this be denoted by x, and then if t, is selected
at random any value of x is equally likely. This corresponds to
a uniform distribution on x, and the problem becomes one of
determining the density function of Ip given by

Ip = P cos(x),

when x is a uniformly distributed random variable, with a
constant function in 0< x <2n. Hence,

f 1 0 < x < 2i7,
fx(x) 2- x = 0 elsewhere

then, assuming P is a constant, the above formulas give

A(P2  Ip) -,ip< P

3.1.3 Distribution Function Method

With reference to Figure 3-la, it is seen that wt-enever the
random variable Y is less than a selected value of Y, thte random
variable X is less than the value of X corresponding to the
selected value of Y. That is, in terms of probability,

P(Y <Y(selected)) = P(X< X(corresponding))

5

54

if



These expressions are the distribution functions defined by

y x
Fy(y) = f fy(y)dy, Fx(X) = f fx(x)dx (3-6)

from which, by definition of the derivative,

F,(y) = fy(y), FA(x) = fx(x) (3-7)

the resulting formula is

valueof x
Fy(y) = P(x <(corresponding x)) = Fx of y (3-8)

(nterms of y

Example. Consider again the problem to find the density Fy(y),

given

y=ax+b

From Equation 3-8, for a >o

Fy(y) = Fx(x) = Fx (Y-Yab)

Using Equation 3-7,

fy(y) =Fx )a dy

f = x "X: ) , as before

Extensions of this method to multidimensional cases follow the
same principles as shown in Reference 4. In particular, an
important case is when a product of two random variables is
involved. Let the random variable Z be defined by Z = X,Y. The

resulting density function of Z is, in general,

fz(z) = f - f dx

55
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where Fxy is the joint density function of X and Y. If X and Y
are products, as is here the case,

fxy = fx " f y

when X and Y are independent.

For the case of amplitude modulated cosine waves, the amplitude
P is random in the sense of random sampling as mentioned
Paragraph 3.1.1. For that case with random P,

Y = cos X

Ip = P • Y,

and the density function is given by

00

p 1P, p(P) " fy(Ip/p) dP

As expected, the distribution of the cosine wave and AN.

modulation are quite different, as shown by the curves inSection 6.

In the same way, the distribution for the FM modulated cosine
wave can be determined by noting that the FM tone shifts the
results of uniform sampling mentioned in Paragraph 3.1.1, and
the resulting distribution may be computed by ovserving that the
distribution of the variable called X is no longer uniform.
Clearly if the cosine signal is tone modulated, the differences
would be less than if random wave caused the modulation. Also,
it is clear that if the FM frequency shift caused by a tone is
small compared with the carrier frequency, then the distribution
would be nearly the same as a pure .cosine wave. This is
confirmed by the results of Section 6.

1
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Section 4

BASIC ERROR EQUATION ANALYSIS

The error equation derived in Section 1 may be written

P = Q(AD) + Q(D) (4-1)

where the other terms of Equation 1-1 are dropped because of
their small relative size, and where,

P = 4 (pseudo error rate) = 4 (count down ratio)

Q = complementar distribution function, unknown

A = normalized dispersion, measured

D = normalized noise, unknown

In the use of Equation 4-1 , ference 1 and in Section 1, the
noise which generated the d.rvoution function Q was assumed to
be Gaussian. Accordingly, i.- Lquation 4-1 for that case, Q is a
known functional form and P and A are known values. A value of
P is selected for use as BEM input and A is measured as the
resulting BEM output Then, for ea~ h . ,ir of known values (P,
A) Equation 4-1 may be uniquely sol ed for D, the only unknown
value , the equation. A measure Gf ?' closeness of Q to atrue Gaussian distribution is provided -1 the values of D
computed for each pair (:, A).

In a real problem uf unknown wave forms, the selected pseudo
error rate and a measured A = (A/D) ratio are the only known
quantitie6. However, to solve the equation, it is necessary toA know the distribution function of the unknown wave form. This
identification problem of unknown. Q has been studied, and
methods of solution have been investigated. The method of
Gram-Charlier for representing density functions is one ap-
proach, now described. This procedure, applied to the present
problem, expands the density function of the distribution in aIli Itseries whose terms are the normal density function and ito

A derivatives. To illustrate this, the following notations are
used:

f(u) = an, general density function

3 S.
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f(t) = distribution function

t
f f(u)du,= P(u<t)
-O

Q(t) = complementary distribution function

= 1 - F(t) = P(u>t)

The present application represents f(y) in a series of terms
given by the normal density,

g(y)= i e-Y2 /2

and its derivatives. Thus,

f(y) = C0g(y) + Clg'(y) + C2g"(y) +

which C1 are coefficients to be determined from the measured
data, as now discussed from the definition of g(y), it follows
that

g'(y) - 21 e-y 2/2 . y,

and other t( rms of the series are found by sequential
differentiat ion.

From the derivation of the error equations in Section 4, the
relation between the pseudo error rate, the measured A = (A/D)
ratio, and the unknown D = (D/N) ratio is (to a two term
approximation)

P = C(A.D) + Q(d)

where

P = 4 x psuedo error rate, known

Q = the unknown complementary distribution function

A = (A/D) ratio, unknown

D = (D/N) ratio, unknown

3,
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Sequential differentiation of g(y) shown that the expansion for
f(y) nay be written

f(y) = b 0e-Y 2 / 2 + bly e-Y 2 / 2 +b2y2e-Y
2/2 +

by absorbing constants into the undetermined coefficients bI .
Integration of f(y) gives

Q(y) = b0 / e 'u 2 / 2 du + bI J ue - u 2/ 2 du + b2 J u2 e -U2/ 2 du+...
y y y

for as many terms as used in the representation, and it is seen
that the expression is related to the moments of the
distribution. In order that f(y) be a density function, it is
necessary that

f(y) -0 as y-±

Q(--) =1

The form of f(y) assures that the first condition is met, and
the second condition imposes the requirement on the
coefficients,

1 - b0 /e -u2/2 du + b1 f ue-u2/2 du + b2 J u2e-u 2/2 du +....

which is easily evaluated in terms of normal density functions.

The other conditions for determining the coefficients are given
by the pseudo error rate equation,

.P = Q(A'D) + Q(D)

given above, with only D as the unknown, and Q is expressed by
the Gram-Charlier series.

For selected values of the pseudo error rate, P is known, A is
measured, and the form of Q is given by the above series
expression. The unknown coefficients may be determined in the
following way, using only three coefficients, b0 , bI , b2 for
illustration.

For three selected pseudo error rates, and three measured values
of A, called PI, P2, P3, and A1 , A2, A3, these values are known.
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The above equation evaluated at these points then becomes the
set of equations,

P! = Q(AID) + Q(D)

P2 = Q(A2D) + O(D)

P3 = Q(A3D) + Q(D)

Q(--) = 1

where for example

a) 00 C

Q(AiD) = b0  e-u2/2 du + bl Jue-U2/2 dy + b2 f u2e-U2/ 2 dy
AID AlD AID

with similar expressions for Q(A2D) and Q(A3D) Q(--) = 1 given
in expanded form above.

The above four equations in their expandetd form provide for th.
explicit determination of the unknowns, D, b0 , bI , b2 , by
numerical techniques. With the coefficients known, the
ditribution is known. This disuribution may then be compared
with the distribution of specific, kn,;:.n, interfering wave forms
to match the observed results with a standard form. Methods for
making the comparison are discussed in Sections 9, 10 and 11.

Practical numerical methods for approximating the above analysis
are given in Sections 5, 6, 7, and 8.

''6

j !
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Section 5

BASIC RELATIONS DETERMINED BY
EXPERIMENTAL BEM MEASUREMENTS

5.1 INTRODUCTION

As discussed in Section 4 and in Reference 1, the basic equation
which relates the measured pseudo error rate to the probability
of detecting a pseudo error is

P = Q(AD) + Q(D) (5-1)

where,

P = 4x (measured pseudo error rate)

= 4/C

C = countdown factor

A = (a/d), a known value

D = (d/n), an unknown value

n = standard deviation of the error signal

d = known constant = 0.9 volt for BEM tests

4 a = (measured dispersion)/ll.05

11.05 volts = reference for BEM tests

Q = complementary distribution function.

The countdown factors chosen for the BEM test were C = (9216,
4608, 2304, 1152, 288, 72, 36, 20). For each chosen value of C,
P = C/4 is a known constant, and from BEM measurements for a
given signal type, a dispersion value is measured. The van-

V ables a and A defined above are then given by

= (measured dispersion)/ll.05

a A = (measured dispersion/(9 x 11.05)

A = (measured dispersion)/(9.945)

61

I,



Since the dispersion is measured and C is measured, P and A are
known quantities in Equation 5-1. If the form of the distribu-
tion Q is assumed known, as was the case in Reference 1, then D
is the only unknown and the equation may be solved for D.

However, if the distribution of the error signal is not neces-
sarily Gaussian, but unknown, then a sequence of BEM measure-
ments (to provide a set of values A for a set of selected values
C) could then be used to construct the form of the distribution
Q for different selected error signals.

If the measurements produced a sufficiently different Q distri-
bution for each of the error signal types selected, then the Q
distribution (constructed from the BEM measurements) of an
unknown signal could possibly be used for its identification.
This would be done by selectinq the known distribution which
most nearly corresponds to the unknown distribution. To accom-
plish the task of signal identification using the BEM measure-
ments described above, a sequence of steps is required:

1. Select signals to be used for reference.

2. Using BEM measurements, determine the dispersion value
corresponding to each selected countdown ratio for each
signal type.

3. Repeat Step 2 for each of several selected signal power
levels.

4. Develop a method for determining the form of the Q
distribution for each selected reference signal.

5. Analyze the results graphically to determine if the
resulting Q distributions are sufficiently different to
offer the possibility for identification of an unknown
signal.

6. Assuming a positive result in Step 5, develop a method for
the analytical discrimination of signals, the method to be
computer based and more powerful than the graphical
analysis of Step 5.

7. Develop computer programs as required in the above
sequence to support the analysis and perform numerical
calculations.
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8. Formalize the computer programs so that BEM measurements
of an unknown signal are input to a computer program,
resulting in the identification of the unknown signal.

Steps 1, 2, and 3 have been discussed in Section 2. The
remaining steps will be described in the sections following.

5.2 DETERMINATION OF THE COMPLEMENTARY DISTRIBUTION FUNCTION

A general discussion of the probability distributions associated
with the fundamental Equation 5-1 has been given in Section 4.
Here a method for the practical determination of the Q distribu-
tion is presented.

Repeating Equation 5-1 for convenience,

P = Q(AD) + Q(D)

where the terms are defined in Subsection 5.1, it is again
recalled that the solution for D is a known function, for D is
the only unknown in a single equation. In the present case,
however, Q is unknown and it is necessary to determine its
functional form. This can be done in an approximate way, as
outlined in Section 4 by evaluating the equation for a sequence
of known countdown ratios and their corresponding dispersions,
as provided by BEM measurements. The procedure given, however,
is computationally quite involved.

In order to approach the present problem from a practical,
computational viewpoint, approximations to Q which are linear in
the coefficients were investigated. This was carried out com-
putationally for a variety of different distributions. Two of
these which are significantly different in shape, the Gaussian
and the CW wave, were investigated and it was found that approx-
imations within an error of less than 5 percent were possible

- when using equations which are linear in the coefficients.

Using the approximation,

Q = 0.5 + az + bz2 + cz3 + dz4 ,

in the pseudo error rate equation, for illustration, gives

P -= a (AD) + b (AD)2 + c AD)3 +d(AD) 4 +
V a (D) + b (D)2 + c (D) + d (D)4

4'
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This represents one equation and 5 unknowns a, b, c, d, D. By
selecting 4 different values of P, and 4 measured values of A,
the equation is evaluated at each of these points. Let P - 1 -

G, and the equations are (evaluated at the subscript point i),

Gl = a (AlD) + b Al'D)2 + C (Al'D)3 + d (Al'D)4 +
a (D) + b (D) + C (D3 ) + d (D)4,

plus three other similar equations evaluated at other selected
points, A2, A33, A4, and G2, G3, G4.

These four equations are augmented by conditions on the distribu-

tion function, as shown below, to provide the required number of
equations.

The resulting equations define the problem, and their solution
provides the desired result; that is, a determination of the
unknown noise factor D, and the complementary distribution
function Q.

The particular form of the equation chosen for illustration is
linear in the coef~icients and is, therefore, particularly easy
to solve.

It is noted from the above Gl equation that the unknowns a, b,
c, d, D are not linearly related because of product terms, aD,
bD2, cD3, dD4 . However, as now shown, these equations are
easily solved. To accomplish this, recall that the values of
GI, G2, G3, G4; Al, A2, A3, A4 are known. Then let the new
unknowns t, u, v, w be introduced by the relations,

aD = t
bD? = u
cD 3 = v

4dO4 = w

Then, substitution into the G equations gives

G1 = (Al+I) t + (A,2+1) u + (A,3+1) v + (A,4+I) w
G2 = (A2+1) t + (A22+1) U + (A23+1) v + (A24+1) w

b G3 = (A3+1) t + (A32 +u) u + (A33+1) v + (A34+1) w
G4 = (A4+1) t + (A42+1) u + (A43 1) v + (A44+1) w

which are four linear equations for the four unknowns t, u, v, w

determined by the known values G1, G2, G3, G4; Al, Al, A3, A4.

so that

= =0.5 + f f (z) dz
0
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from this, the derivative of Q (z) is

Q (z) = -F (z)

and the variance of z may be written, (see Equation 5-la, next
page)

K
z 2 = 1 = 2 f z2 f (z) dz

0

K
= -2 f z2 Q' (z) dz

0

where zero mean is assumed, and K is the value of z for which
the distribution is essentially zero. (Since Q is a distribu-
tion, such a point K must exist). Another unknown, K, has been
introduced into the problem, but the Q approximation yields addi-
tional information. Using the expression for Q and integration
the z2 equation above by parts gives,

Q(K) = 0 = 0.5 + aK + bK2 + cK3 + dK4  (5-2)

4 K (z) dz f K (0,5z + az2 + bz3 + cz4 + dz5) dz,
0 0

1 0.5 a b c d
4 2 K2 +  3 4 K +  5 K5 +  6 6

(5-3)

The solution of these equations gives specific known values for
t, u, v, w. Let these be denoted t, u, v, w. Then, from the
above definitions for F, E, v, w,

a = T/D

b = /D2

c = v/D3:ili

d = w/D 4

The remaining equations required to complete the solution are
provided by the following relations.

6
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For a random interfering wave, represented by the random vari-
able X, its variance may be denoted by ax2 . This random
variable may then be normalized by introducing the random
variable z defined by z = x/ax .

Then, by the definition of a variance,

2 1 2

z  = -- x = I (5-1a)
X

The normalized complementary distribution may be approximated,
as indicated above, by

Q = 0.5 + az + bz2 + cz3 + dz4 ,

with density function f(z) and z = i.

The distribution function F may be written

F = 0.5 + f f(z) dz,
0

From the solution of the simultareous equations, recall that t,
u, v, w are now known, and that

a = t/D, b = u/D2 , c = v/D3, d = w/D4

Substitution in the two previous Equations 5.2 and 5.3 gives

0 = 0.5 + t ( 4- u + (E-)( w (5-4)

1D = (- / -- . K

ix
D = do/ox; therefore,iX

A= do/D, where do is the voltage offset.
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The sequence of solution is this:

a. Measure dispersion values using BEM for each selected
countdown ratio.

b. Solve the simultaneous system for t, u, v, w.

c. Solve Equation 5.4 for (K/D), knowing t, u, v, w.

d. Solve Equation 5.5 for K, knowing t, u, v, w, (K/D).

Compute D = (1/(K/D) • K, knowing (K/D) and K

Compute ox = do/D, knowing do and D

Compute a = t/D, b= u/D2 , c = v/D3 , d = w/D4 ,

knowing t, u, v, w, D

Evaluate Q = 0.5 + az + bz
2 + cz3 + dz4

knowing a, b, c, d. rhis is the desi,)ed
distribution.

The above procedure has been carried out and exercised for
numerous cases of measured data. The above illustration was for
a curve fit involving four unknow., which leads to an approxi-
mating equation of degree four. '>lhis required the use of four
countdown ratios and four measured dispersion from BEM. Similar
analyses have been carried out wit, polynomial equations of
higher degree, requiring more count ratios and dispersion
measurements. Results of all these analyses are discussed in
Section 6 and 7.

Since BEM measurements (see Section 2) were taken for eight
countdown ratios, it is possible to fit a curve of a given
degree with an excess of data, rather: than fit the curve with
the minimum required number of points The use of an excess of
data suggests a least squares procedut.) for fitting the data to
the curve. Least squares results are discussed in Sections 6
and 7.
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Section 6

CURVE FTTTING METHODS FOR BEM DATA

6.1 FITTING AT SELECTED POINTS

In Section 5, the basic error rate equation,

P = Q(AD) + Q(D)

was solved by assuming a polynomial form for Q and evaluating
the equation at selected values of countdown ratios and the
corresponding measured values of the dispersion. Thus, the
function Q was forced to pass through selected points. The
illustration used in Section 5 was based on assuming a poly-
nomial of degree four, evaluated at four corresponding pairs of
countdown ratios and dispersions. Alternatively, equations of
degree three to eight were considered during the analysis. As
is well known, this type of curve fitting, called collocation,
leads to considerable error between the fitting points if the
degree of the fitting equation is too high. After considerable
experimentation, an equation of degree four and the four count-
down ratios 9216, 2304, 288, 36, were used. Figure 6-1 shows
the results for several different signal types, each signal type
being averaged over the first four experimental power levels.
Results from other power levels are similar. Observation of
Figure 6-1 shows that the Q curves for the signals represented
are significantly different.

4Jl 6.2 LEAST SQUARES FITTING

As mentioned ,n Subsection 6.1, collocation methods lead to
unwanted oscilldtions between fitting points for polynomials of
high degree. To produce a smoother Q curve, the method of least
squares was used. Following is a brief derivation of the method

ji lapplied to the present problems.

6.2.1 Derivation of Least Squares Algorithm for the PresentI ' Appl ication

Using a polynomial of degree four, for example, the Q function

is represented by,

Q = 0.5 + az + bz2 + cz
3 + dz4

LV
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Substitution of this form into the fundamertal error rate

equation,

P = Q(AD) + Q(D),

and letting G = P-i gives

G = aD(l+A) + bD2 (I+A2 ) + cD3 (I+A3 ) = dD4 (I+A4 ) (6-1)

Since the Q curve is to be determined from experimental data,
the Equation 6-1 will not be satisfied exactly. Instead, for
each measured value A an error exists between G and the right
side of the equation. Let

- = G - [aD(I+A) + bD2 (l+A2 ) + cD3 (A+A3 ) + dD4 (l+A4 ) ] , (6-2)

be the error at each point of the equation. The least squares
solution then seeks to determine the coefficients (aD), (bD2),
(cD3 ) so that the total error, E 2 is a minimum where summed
over all input values A. As in Section 5, write the unknown
coefficients in the form,

t = AD, u = bD2, v = cD3 , w = dD4, (6-3)

and insert these in Equation 6-2. The conditions on t, u, v, w,

for minimizing

E = Z2

are,

3E/3t = 0, 3E/3u = 0, aE/3v = 0, aE/aw = 0

Then, using the right side of Equation 6-2 to define E, the
resulting equations are

3E 3 EEC -e(l+A) = 0

3E _ 3
E E- - = -E (1+A ) 0

Z E: 1 - +A4

DE = E - -7E(l+A ) = 0
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The substitution of expression for E given by Equation 6-2 into
the above relations, using the expressions in Equation 6-3, pro-
vide foue linear equations for the determination of the unknowns
(t,u,v,w). The first equation is,

tE(I+A)2 + uF(I+A 2 ) (1+A) + vE (1+A3 ) (1+A) + w Z(l+a4 ) (1+A)
= EG (1+A),

and the remaining three equations are similarly derived. From
this point onward, the procedure for determining the comple-
mentary distribution function Q as a function of the nondimen-
sicnal random variable z is identical to that given in Sec-
tion 5. For the two procedures, collocation or least squares,
exautly ti.z same computer programs are used, except for the two
different programs which compute the coefficients. Details of
all these are discussed in Section 7.

As in Section 5, the use of a tou,th degree equation was
typical, not required. The set of computer programs will
accept, by simple input declarations, polynomials as large as
deqree eight. and aG many as eight countdown ratios. These
limit values may be easily extended in the set of computer
programs if desired.

For the present application, after exten:ive experimentation, it
was found that the s&aootnest and most consistent curves for Q
were generated by using a polynomial of degree four and the five
countdown ratios (9216, 2304, 112, 288, 36) processed by the
least squares program.

IX7
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Section 7

COMPUTER PROGRAMS FOR DETERMINING L1.RIBUTION
FUNCTIONS FROM MEASURED BEM DATA

7.1 DISCUSSION

In Sections 5 and 6, the algorithms selected for computing the
complementary Q distribution function were derived and discussed.
Given in Section 7.2 are the names of the BASIC computer pro-
grems which were developed to compute the Q distributon as a
function of the normalized random variable z. These have been
converted to FORTRAN and are listed and documented in Appendix
D, using the same names except for prefix. That is, LFLSQI
becomes SGHSQ1.

The reason for the introduction of a normalized random variable
is to minimize the effect of different power levels on the
distribution function. The present approach accomplishes this
quite well.

Results of a number of sample runs for different signal types
are given in Section 8. These show that, in general, discrimin-
ation from a graphical viewpoint is possible for the signal
types considered for a variety of different power levels.

The visual observations of the plotted Q curves can be made more
accurate, and also automatic, by using discrimination algorithms
which output an estimate, with a specified confidence, of the
type of signal which is causing the interference. This is accom-
plished by a sequence of computer programs which are described
in Section 10. This section deals only with the generation of Q

distribution c.,rves.

7.2 COMPUTER PROGRAMS

tgi- The programs which accept BEM experimental data input, and out-

put the Q distribution az; a function of the normalized random
variable z are implementftions of the algorithms developed in

I V ISection 5. These programs perform the following functions (see
Figure 7-1), with reference to Section 5.
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INPUT BEM
COUNT DOWN DETERMINE COEFFICIENT MATRIX
RATIOS AND AND RIGHT SIDE COEFFICIENTS
MEASURED DISPERSIONS, FOR LINEAR EQUIATIONS
AND DEGREE OF
FITTING POLYNOMIAL (BASIC PROGRAM: LFLSQ1

SOLVE THE LINEAR EQUATION FOR
t,u,v,w (BASIC PROGRAM: LFDSV6)

POLYNOMIAL APPROXIMATION (BASIC PROGRAM: LFORT6

COMPUTE 0(z) AND z
(BASIC PROGRAM: LFDBE6)

OUTPUT z COMPUTE 0(z), SUBROUTINE TO SUPPORT
AND (z) "-LFDBE6 (BASIC PROGRAM: LFDVY6)

FIGURE 7-1. SOFTWARE PROGRAM SEQUENCE

The sequence of programs given in Figure 7-1 are for the case of
curve fitting by least squares. Fitting by collocation may be
accomplished by substituting the program listed on page D-26
for program SQHSQI, all other programs remaining the same.
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I

y

I



Section 8

RESULTS OF COMPUTER PROGRAMS APPLIED TO BEM DATA

8.1 DISCUSSION

During the development of the computer program algorithms,
runs were made for various combinations of countdown ratios
and measured dispersions for different assumed degrees of the
fitting polynomials. This was repeated for each of the signal
types considered and for a variety of power levels.

Of particular interest is the fact that the normalization
procedure described in Section 5 served to a large extent to
suppress the dependence of the Q curve on the power level of the
data. This permitted the possibility of signal identification
without regard to externally measuring the power level with
additional equipment.

The results of some of the development runs are shown on the
following figures which give plots of the Q function for
conditions indicated thereon.

Figure 8-1 gives a summary of 25 runs for the signal AM MOD 100
percent using collocation, curve of degree four, and all
measured power levels. The curves shown the extremes and
average values. The curves show the normalizing effect of the
selected algorithms. In this figure, four countdown ratios were
used as shown; in each run the corresponding dispersion value
was selected from the BEM measured data.

Figure 8-2 shows several different runs for different signal

types as indicated. This figure shows the beneficial effects of
normalization and the good visual discrimination between the
signal types.

Figures 8-3 and 8-4 again show the indicated signal types at
different power levels and the effect of normalization. The two

t' t curves show the FM modulating tone differences are not detect-
able in terms of the distribution function. This was to be
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expected since, to the first order, a probability distribution
for a random sine wave was added, as shown in Section 3. A
difference would have been detected if the FM modulation had
involved random noise.

Figure 8-5 shows a summary of different signal types of the
types indicated.

These curves represent only a few of the runs completed during
development. Runs for least squares using five countdown ratios
and polynomials of different degrees were also used during
development. The least square method using five countdown
ratios and a polynomial of degree four was found to be, on the
average, most suitable as the standard format because of the
smoothness and consistency of the results. After initial
testing and development, this combination was selected as the
standard for building up the data base for later comparison with
unknown signals. The construcLion of this data base is
discussed in Section 9.
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Section 9

ANALYTICAL METHODS FOR DISCRIMINATING
BETWEEN SIGNAL TYPES

9.1 PATTERN RECOGNITION METHODS

Pattern recognition, References 2, 3 and many others, has become
a well organized procedure in recent years for classifying
objects as belonging to certain known groups. Following is a
brief discussion of some of the basic ideas involved which are
pertinent to the present application. Since a significant
amount of computation is involved, even in simple cases, the
discipline is strongly oriented to computer usage for applied
problems. After a brief orientation, a particular method for
the present application is selected and discussed.

:t9.2 SOME GENERAL COMIENTS

Consider a set of classes and a set of features for each member
of a class. It is assumed that all classes have similar
features but that the numerical values of the similar features
for different members of the classes are (or may be) different.
For example, consider a collection of round wooden rods which
have the two features of diameter D and length L. Then,
separate the rods into two classes: the first class contains all
rods which weigh less than W pound each; the second class
contains all rods which weigh greater than W pounds each. Each
class may have many members, but each member of either class has
only two measurable features: diameter D and length L.

The problem is to develop a rule 3o that an arbitrarily chosen:4 rod of measured D and measured L can be assigned to its proper
class. If this can be done, discrimination (or pattern
recognition) has been accomplished.

This simple example illutrates a number of important aspects of
discrimination:

1. Each class is well defined.

2. Each class contains items which have measurable features.
These features are well defined and the same for each

i class.
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3. The numerical values of the measured features are (or may
be) different for each item.

4. Prior to application of the discrimination rule, any
arbitrarily selected item may belong to any of the
classes.

5. A proper discrimination rule will place an arbitrary item
in its proper class, or at least in a class with a certain
probability of success.

From the simple example and the above observations, some

conclusions may be inferred:

1. The features chosen for measurement are not unique.

2. The features chosen for measurement may not be sufficient
for discrimination.

3. The algorithm which defines functional relations between
measured features to produce a discrimination rule is not
unique and may not be adequate for discrimination.

4. In general, the best features and the best algorithm using
those features for discrimination are not known in ad-
vance. Instead, they are chosen from various standardized
forms, and then tested against experimental data for
verification.

In the simple example of the wooden rods, a discriminate may be
calculated from geometry if the wooden material is assumed to be
of the same density. Then, the weight of a single rod is
proportional to

z = K D2 • L

which will determine the proper class. However, simple
geometric relations like this, in general, do not exist; or if
they do, the complexity of the problem makes the relations not

obvious. Also, in general, it is not obvious in advance if the
K' measured features are sufficient for discrimination. In simple

cases, however, the inadequacy is obvious. In the present case,
if the rods were made of varying buy unknown material, then
measurements of D and L alone would certainly not determine the
weight of the rod. Based on the above and other more advanced
considerations, a discrimination problem requires, at least:

1. A definition of the classes to be considered.

S2. An assumption of the number and kind of features to be
measured.
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3. An assumption of the general form of the functional
relation to be used for constructing the discrimination
algorithm. This will contain a set of initially unknown
parameters, to be determined by:

- A set of items from which measured values of the
selected features may be obtained to construct the
parameters of the discrimination algorithm.

4. Verification of the discrimination algorithm, so that it
determines the proper class for a measured item.

When the classes and the features are selected, and the measured
data is tabulated for each item, it is generally not possible to
properly dssign each item to a class because of the scatter of
the data and the complexity of the problem. In the discriminate
approach to pattern recognition, it is assumed that a discrim-
inate of the form

Z = f(a,x)

can be found which will separate the set of items into classes.

This means that if the scalar Z is computed for an arbitrary
item, then the value of the scalar determines the proper class.
In the formula, f is a selected functional form, a is a vector,

a = [al, a2 , 33, --an]

of parameters to be determined from measured data, and X is a
vector

X = 1XI , X2 , X3 , --Xm]

of selected features to be measured. The idea is that, although
the raw measurement data will not classify the item, a
combination of its features will classify the item when the
discriminate Z is properly chosen. This is similar in principle
to choosing a polynomial form and a least squares criteria for
an estimation prcblem.

As in many areas of applied analysis, discriminates are divided
into two braod classes: linear and nonlinear. The latter
offers better possibilities for discrimination, but at the
expense of simplicity. For a linear assumption, the
discriminate may be written:

Z =A* X + W

•1 i
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when A is the above vector of parameters and X is the above
vector of features. Wo is a scalar selected to set the base
level of the discriminate Z.

First, suppose there are only two classes and for all data items
Zl> K >Z 2. Then, an arbitrary iiem with Z greater thasi K
belongs to class 1; otherwise to class 2.

Next, suppose there are three classes and for all data items
ZI> KI > Z2 > K2 > Z3 . Then, an arbitrary item with Z> K2 ,
for example, will be compared with both Z1 and Z2 to determine
its class. A similar argument holds for a greater number of
classes.

In 'making the binary comparisons, it is noted that all the data
from classes i,j is used to compute the Z discriminate for those
classes.

An alternative approach is to consider all classes at the same
time. The derivations for both approaches is well known in the
literature. See, for example, References 2 and 3.

9.3 APPLICATION TO PRESENT APPLICATION

1. Selection of classes for consideration.

2. Selection of features to be measured.

3. Selection of expeLimental data from which numerical values
of the features ar computed for each individual of a
class.

4. Selection of a method for placing an unknown individual in
its proper class.j '

5. Selection of a computational method for establishing a
data base to define each class.

During the development of this study, a variety of procedures
were considered for meeting the above requirements. the

following were selected:

1. The classes are the signal types selected.

2. The features are the second, third, and fourth moment of
the normalized Q curve, together with the value K (see the
algorithms of section 5) which is the value of z where Q
first satisfies the relation Q< 0.001. These provide
measurable differences in signal types.
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3. The individuals of a class are each of the above moments
and K, computed for selected power levels.

4. The linear discrimination method was used because of its
classifying success in preliminary study and because of
its simplicity.

9.3.1 Linear Discriminate Methods

To describe this discrimination procedure, assume first that
there are two well defined classes 1 and 2, and that each class
contains a number of individuals with two features which can be
measured. Note that a vital assumption is that a data base can
be constructed from the measured features of the individvals,
each of which is known to be in a particular class.

Let the two measurable features of each individual be called X:i and X2 in each class, 1 and 2. The arrangement of the data may

be visualized as shown in Figure 9-1.

EIGHT SUCH TABLES 020-141

1 2 3 4 5 6 7 8 9 10

CLASS I
X2 - X21

CLASS 2 X2  a - - X22

FIGURE 9-1. SAMPLE LINEAR DISCPT MINATE TABLE

In the above figure, numerical values may be assigned to each to
indicate individuals. For example, the fo-irth individual in
class 1 has the numerical value i for the measuremcnt of its
feature X; the seventh individual in class 2 has the numerical
value b for the measurement of its feature X2 . The average of
the numerical values for a given feature in a given class is,',, shown at the right end of the figure. For example, -2). is theaverage for the second feature of all individuals in class 1.

in general, let the numerical values of Figure 9-1 be denoted by
the following notation.

Xpij = the value of the pth feL:ure for the jth individual in
the ith class. In this notation, the value a of the
figure is a=xll4 , and the value b of the figure is

Fb=x
227.
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Xpi = The value of the average of the pth feature in the ith
class. Specific values of Xpi are shown on the
figure.

Suppose first that each value Xpij in class 1 is greater than
the corresponding value of Xpij in class 2. Then the discrim-
ination problem is easy. If a new unclassified individual is
considered and both of its X and Y2 values are less than any of
the X and X? values of class 1, then the individ;al is
considered to be closer to class 2.
In general, however, the classification is not obvious because
the individuals in the date base have Xpij values, which vary

throughout the figure. In this event, it may be possible to
transform the data base numbers to those in which the separation
is obvious. The linear discriminant method assumes that a new
parameter z can be computed from a linear combination of the
features X, and X2 such that classes 1 and 2 are separated in
numetical value. Whether or not this separation is possible can
only be answered by trial. That is, the z values are computed
from the linear relation

z = Xll Xl2X2

for each individual in the data base, where

z the new parameter

X1 =the numerical value of Xlig

X2 = the numerical value of X2ig

Xl, 1 2 - selected numerical values

Then, if the value of z for each individual in class 1 is
gceater than the value of z for each individual in class 2, the
separation is complete. To identify an unclassified individual,
use its X, anu X2 values used ir: the dato base. The individual
is then considered in the class having the z value closest to

Li the z value of the new individual. However, if the z values in
the data base are not separated, than the assumed form for the
linear discrimination will not serve for classification. The
linear assumption may fail for several reasons:

• 1. The features have not been wisely selected.

2. The number of features is too few.

3. The fundamental problem being studied is strongly
nonlinear, and cannot be separated by linear combinations.
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In the above Equation 9-1, the coefficients X1 and X2 were
considered known constants, selected according to some criteria.
The linear discriminate procedure provides an algorithm for
choosing these coefficients so that the separation, by the
parameter z, between the two classes is as great as possible.

9.3.2 Linear Discriminate Algorithm

Again, consider the example problem in which the individuals of
class I and class 2 have specific values of X1 and X2 . These,
and their corresponding z values are shown in Figure 9-2. From
a geometric view, it is desired to rotate the plane so that the
resulting z values are as great as possible between classes and
as small as possible within classes.

Linear discrimination selects the expression

(Fl - 72) 2  (9-2)

as a measure of separation between the classes, where Zi is the
average value of z in the ith class, and L = 1 or 2. The
selected measure of separation within classes is chosen as:

z ni
(zij - Zi) 2  (9-3)

L=l j=l

where ni is the number of individuals in the ith class, -2i has
been defined above, and zij is z value for the jth individual in
the ith class. Note that the squares are chosen to eliminate
cancellation by signs, and that the summation extends over both
classes in Equation 9-3.

To accomplish the above definition of the separation criteria,
the function G, defined by

G - (zI - z2 )2(94
2 ni (94)

SZ (zij - Zi) 2

L-1 j-1

is to be made a maximur.
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Reference to discussion of Paragraph 9.3.1 shows that each Xpij
is known, and that each z is expressed in terms if Equation 9-1.
Hence, in the G function of Equation 9-4 the only unknowns are
the values of X1 and X2 . The necessary conditions for a maximum
are:

3G/D 1 = 0 , aG/3X2  0

which provide two equations and two unknowns for the
determination of X1 and A2.

In the general case, the number of classes (for binary com-
parison) is still two, and the number of individuals may be any
number. The number of features, however, may be any number.
Since the basic Equation 9-4 is expressed in terms of z, and the
general z value may be written, for k different features,

z = 1 X1 + 7 2 X2 + ... XKXKI

The derivation may be carried out in general terms. To do this,
the z values of Equation 9-4 are expressed in terms of the X
features and the z values.

T.l-z2 = XI(9 1 1-X1 2 ) +--- + XK(XKl-XK2)

Let

zij- i = ullXlij-X1 i) + + XK(XKij-XKi)

2 ni
Spq = Y , (Xpij-Xpi)(Xqij-Xqi) (9-5)

dp = Xpl-Xp2 , dq = Xql-Xq2 (9-6)

Then, after some manipulation

K K
(zl-z 2 ) 2  ; _P Iplq dpdq (9-7)

~p=1 q=1

2 ni K K
S(ziji) 2 = Z Xp.q Spq

i=l j=l p=l q=l
9
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Substitution of these expressions in Equation 9-4 uniquely gives
G in terms of the known constants d I dq, and Spq. Differenti-
ations of G with regard to the X values provides-the equations
for the A values. Because of the linear assumption of Equation
9-1 and the quadratic assumptions of the Equations 9-2 and 9-3,
the resulting equations for the X values are linear. The
equations are:

XlSpl + X2S + --- XKSrK = dr (9-8)

for the index r-l,---,k, where k is the number of features
selected, and Equation 9-8 represents k equations.

After the Equations 9-8 are solved for the A values, the
-expression

z = X 1~ + X2X 2 + --- + XKXK

is evaluated for each individual in the classes, where in this
notation, each value of an X is the corresponding value, Xp =
Xpij for the jth individual in the ith class.

This results in the construction of a zij table corresponding to
the original Xpij. table, Figure 9-1. For example, Z23 is shown
by the letter a in Figure 9-3.

028".1

1 2 3 4 5 6 7 8 9 10

CLASS I Z, . ...... .

CLASS 2 Z2  b'a
FIGURE 9-3. zij TABLE

* 9.4 SIGNAL DISCRIMINATION FOR PRESENT APPLICATION

For the present application, it is desired to first establish a
data base from the measured BEM data given in Section 2. For
each selected signal type and each selected power level the Q
distribution curve as a function of the normalized random

y variable z (not the discriminate value z above) may be computed
by using the programs described in Section 7. With these
curves, a set of moments and a k value (see Section 5) may be
computed for each selected signal type and each selected power
level. (The computation of the moment is described in Paragraph

4 9.4.1). With these values, a correspondence with the abstract
model described in Subsection 9.3 may be established.
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Each signal type may be considered a separate class, and each
moment is a different feature of that class. Different power
levels represent different individuals of the class. The data
base, according to the above definitions may be represented as
in Figure 9-4.

0280-49

1 2 3 4 POWER LEVELIK K - - -

CLASS I - - - -

M3  - -- -

M4  ..

CLASS 2 M2  . . . .

M3  ..
M4  - - - -

MA4

FIGURE 9-4. MOMENT CLASSIFICATION TABLE

The corresponding z discrimination values are computed from the
values of Figure 9-4 and the values computed from the Equation
9-7 as shown in Figure 9-5. For actual numerical values, see
Figures (11-2) in Section 11. 23PW"E

|, 2 3 4 OE EE
CLASS I , Z . . . . z,

, CLASS 2 2 .Z2

FIGURE 9-5. Z DISCRIMINATION TABLE
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In Figure 9-4 the normalization procedure insures that the
values of the moments for different power levels are nearly the
same. The differences are caused by random noise on the overall
BEM system and by inaccuracies in the basic mathematical model
of the BEM measurements given by Equation 5-1, as discussed in
Reference 1. Both of these errors, however, have a random
character, and resulting differences in a given moment feature
for different power levels may be considered random.

After the z values in Figure 9-5 have been computed for each
signal pair, the z value for an unidentified signal may be
compared with each signal pair. The z value from the data base
which most nearly equals that of the unidantified signal
determines the best estimate of the signal type. Detailed
discussion of the algorithms implemented and the results
obtained by using the actual BEM data are given in Sections 10
and 11.

9.4.1 Features Used For Discrimination

A6 stated in Subsection 9.3, the features chosen for
discrimination are the K value (see Section 5) and the moments
of the Q distribution curve. All four of these values are
related to the normalized curves and thus vary little with power
level. Also, these were chosen as discriminates because small
variations in the Q curves are magnified by higher moments.

The derivation of the moment features is given by the following
equations for a polynomial of degree four. All notation has
been defined in Section 5. The first moment,

M = Jz Q(z)dz

is not used as a discriminate for, as shown in Section 5, itsvalue is invariant with the coefficients. The K value is given

by the equations of Section 5.

I'9
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Q(z) = 0.5 + az + bz2 + cz3 + dz4

00 K
M =Jz Q(z)dz =/ 0.5z + az2 + bz3 + cz4 + dz5 dz

00

M -0.5 K
M =0.5K2 aK3 + bK4 + c K4 + dK6

2 3 4 5 6

= 2(0.25 + a/3 K + b/4 K2 + c/5 K3 + d/6 K4 )

M(2) =fK (z-M) 2 Q(z)dz,/ (z2-2Mz+M 2 )(0.5+az+bz2+cz3+dz4ldz
"~0 '0

K
= (0.5z 2+az3+bz4+cz5+dz6)dz

K
-21M/ (0.5z+az 2+bz3+cz4z+dz5)dz

-0

*K
+M2./ (0.5+az+bz2+cz3+dz4 )dz

*0

M 1(2) K 13 K a 4 + h K(5 + -' K 6 + d.734 5 6 7Mc = 0.5 K + A K3 + b K + -K5 + K6
-2M4 3 4-16

+M42 (0.5 K + a K2 + 1(K3 + S K4 +-9 K5)3 4 5
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K
M(3) (z-M)3 Q(z)dz

(z2-2MZ+M 2)(Z-M) Q(z)dz
*0

K
L-f (z3-2Mz2+M2z-Mz2+2M2z-M3) QZd

f (z3-3Mz2+3M2 '-M3) (0.5+az+bz2+cz3+dz4)dz
0

K
M(3) /'(0.5z3+az4+bz5+cz6+dz7)dz

0

-M (0.5z+az+bz+cz+dz)dz
*0

+3M2 (0.5z+aK 4 +z3czK 5 K 6 + 7

M3 .502(0.2 35 4 5 K6+67+!tK

-M (o-5 K3 + AK4 + - K5 + -2 K6 + !iK7)

3' 4
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M(4) =.[ (z-M)4 Q(z)dz fJ (z3-3Mz2+32z-M3)(z-M)Q(z)dz

0

K

f (z4-4Mz 3+6M~z2-4M3z-+M(.+z2-bMz 2+cz 3+d)dz

*0

KK
M(4) (0z4 z+bz6+dz7)-4M/ (0.5+az+z+z+)dz

0

M(4) J (0.5z+az 3+bz+z-dM (0dz3a4b5z6d7

00

K
+6M2 (0.5z2+az3+bz4+cz+d&-5 )dz

K ~~1 fM J O5 +bz+cz+dz)dz

0

M(4) =0.1 K5 + aK0 + -K7+28 + 9

(4m0.125 K4 + A K5 + b K6 +. K7 + 8

+6M2 (0 5 K4K3 + A 4  K5 + 9 K6 + ItK
34 5 6 7,

-4m3 (0.25 K2 + -4 K3 + b K4 + C K5 + -ftK 6,
3 4 5 6

+M4 (05 K +2aK
2 + -P K3 + 9K 4 + !tK

(04 3 4 5'
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Section 10

COMPUTER PROGRAM FOR DISCRIMINATION
OF SIGNAL TYPES

10.1 INTRODUCTION

As discussed in Section 9, implementation of the selected
discrimination technique requires two distinct stages. These
are summarized here by giving the program flow in the required
sequential order: Stage 1, Computation of the data base, and
Stage 2, Current Time Discriminations.

10.1.1 Stage 1: Computation of the Data Base

1. Select the signal types to be used for reference.

2. Perform BEM experimental runs and record the measured

dispersions for each of the' selected signal types at each
count down ratio. Repeat the measurements for each of a
selection of power levels. The process is discussed in
Section 2.

3. Using the measured data, implement the computer programs
discussed in Section 7 to compute, for each signal type and
each power level, the A distribution function as a function
of the normalized variable z. Additional discussion and
documentation of the required programs is given in Appendix
A.

4. Select the features of the Q distribution to be used as
discriminates. The ones used are K (see Section 5), and the
second, third, and fourth moments of the Q distribution. The
moments are defined and analytically expressed in terms of
the known polynomial chosen to represent the Q distribution.

i~. 5. The moments are evaluated numerically for each selected Q
distribution. The program which accomplishes this is a

hI direct evaluation of the moment formulas given in Section 9.
The program is given in Appendix A under the file name of
SGHMON. It is written in Honeywell Level 6 FORTRAN and

Y linked to all prior programs. With this linkage, Items 3, 4,
and 5 may be directly computed with the inputs of Item 2.
The outputs of this sequence of programs are the Q
distribution as a function of the normalized random variable
z, and each of the selected discriminates, K, M(2), M(3), and
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M(4). This results in the table shown in Figure 10-1, with
one such table for each selected signal types. In the table,
note that K/10 is used instead of K to keep all discriminates
in the same order of magnitude.

0280-141

1 2 3 4 - POWER LEVEL
K/ID - - - -

DISCRIMINATES M(2) . . .

M(3) - - .. . SIGNAL TYPE

M(4) . ..

FIGURE 10-1. MOMENT DISCRIMINATION TABLE

6. With the numerical values of the discriminates available, one
for each signal type, two signal types may be considered
together to generate a z discriminate table using the
algorithms developed in Section 9. One such z discriminate
table is then generated for each combination of signal pairs.
The computer program to accomplish this is under the file
name LFMAIN, supported by the subroutines LFDFLL, SGHLV, and
S')HZ. The object program for these subroutii.cs are,
respectively, FILLA, SOLVE, and ZFORM. The single run
program to link together all these programs has the file name
Z5RUN. These programs are listed (except the object programs
which are in assembler language) and documente in Appendix
A. Here is a brief description of their usage

Since discrimination depends on the comparison of two signal
types at a time, it is convenient to assign numbers to each
reference signal type selected. For the present application,
as discussed in Section 1, thi signals selected fov
discrimination t-rqether with their numerical designations
are:

I Gaussian noise
:iI

2 Sine Wave, 3.1864 MHz carrier

3 FM MOD 100 Hz Tone, 3.1864 MHz carrier

4 FM MOD 5 kHz Tone, 3.1864 MHz carrier

- 5 AM MOD 50 percent 1 kHz Tone, 3.1864 MHz, carrier
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6 AM MOD 100 percent 100 iz Tone, 3.1864 MHz carrier

7 FM MOD 1 kHz Tone, 3,1864 MHz carrier

8 AM MOD 100 percent 1 kHz Tone 3.1864 carrier

A z discriminate table is computed for each combination of
signal parts. The combinations are C(8,Z) = 28 pairs.
Explicitly, the pairs are:

(1,2) (1,3) (1,4) (1,5) (1,6) (1,7) (1,8)

(2,3) (2,4) (2,5) (2,6) (2,7) (2,8)

(3,4) (3,5) (3,6) (3,7) (3,8)

(4,5) (4,6) (4,7) (4,8)

(5,6) (5,7) (5,8)

(6,7) (6,8)

(7,8)

Each z table is computed from pairs of arrays of the funda-
mental discriminate values as shown in Figure 10-1. The
sequence of programs being considered has all the
discriminate values stored, and upon designation of the
selected pair the two M tables are filled. The run version
of the sequence, (Z5RUN) operates in the following way:

Upon execution, a prompt asking for card number 15 is
asked twice. The response is above number designation inA integer from (1 to 8). The proper M tables are auto-
matically loaded and printed out for verification with the
code (P,I,J) also printed to designate the individual M
value. Here, as in Section 9, P = moment (1 to 4); I =
class (1 or 2), meaning the first or second card of the

IA input M tables, and J = designation of individual. NextI' the means and 5 (P,Q) calculated values, using the
algorithms of Section 9 are printed out. This sets up
simultaneous equations which are solved by 5GHSLV, and the
values are printed out.

These values of X are used with the algorithm in Section 9 to
compute and print of the z table and the average z value for
each class being compared. These two classes are the initial
inputs to (Z5RUN), called RACE A and RACE B on the output. A
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sample run is included here in the text. Repeated running of
this program with each pair of the 28 signal combinations
generates the required reference z tables. This concludes
the generation of the reference data base. Note that all
this is done off-line, and recomputation of the reference
data base is not required for the identification of an
unknown signal.

7. The next program is not a final result, but is used for
testing and development. It is written in FORTRAN and is
designed to identify an unknown signal. It is not a part of
the data base, but is discussed in this section because it is
not part of the complete discrimination program, to be
discussed in the next subsection.

This test program is designated _GHDD and is not supported by
any subroutines. It has stored (in DATA statements) a
complete table of the X values and a complete table of the z
values for all 28 combinations of reference signals. They
were computed off-line by the Z5RUN) program just discussed.
The test discrimination program has a run version called
(PCENT). It operates in the following way:

Upon execution, the moments of a test signal are input to
the program, these moments having been computer off line.
With these moments, the test z value is com'uted for each
pair of data base combinations, using the proper set of X
values for each pair (recall that each signal pair in the
data base has a set of z values and a set of A values
which are unique to that pair). This gives a complete set
of 28 z test values. In each data base pair there are two
signals. The corresponding z test value is compared with
each of these 56 z data base values, and the smallest
absolute difference, ABS (Ztest - Zbase) determines the z
data base signal closest to the test value. The result,
called XMIN is printed out together with the numerical
designation of the signal nearest the z test value. Next
a confidence number is input upon being prompted. The
confidence number, which must be input in decimal form,

. has the form IXX, where XX, is a percent. The program
then again searches and selects all those base signalsdi whose z values are within XX percent of the signal which

4' was designated or being the best match to the test signal.
All signals which qualify, including the closest signal
are output by number and name. The number here referred
to is the sequential number assigned in each number pair.
For example, in the pair designation (1,2) (1,3) (1,4)

"A--(1,7), the first signal in each is gaussian noise.
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The sequential number designation is 1,2,3,4,5,6---. That
is, comparing the two strings, the number 3 in the pair
(1,3) has the designation 4, by direct left to right
counting.

In the program a prompt is also asked, "select column for
specific z". This refers to the level from which the z
valses were taken. Recall that the z table has four
values plus an average z for each signal. Each of the
four values corresponds to a power level in the original,
experimentally determined Lable of measured dispersions.
The M tables are constructed with 4 morments and 4 power
levels. The designators 1,2,3,4 refer to the column
number of each z, 1 being the highest power level, 4 the
lowest. The designator 5 refers to the average z. In
this test program, 5GHDD, only the average z values were
stored. Hence, the proper response to the prompt is the
integer number 5. In the final version, to be discussed
in the next subsection, all numbers, 1 to 5 may be used.
The program SGHDD listing and a sample runn are included
here.

10.1.2 Stage 2: Current Time Discrimination

1. This sequence of programs makes use of the data base which
has been computed off-line. The programs are written in
Honeywell Level 6 FORTRAN and are conversions of the already
described programs used to generate the data base. The only
exception is the last program. (5GHDD) discussed in Paragraph
10.1.1. In the Level 6 sequence, the discrimination program
(5GHDD) has been modified so that the input of moment data is
not required. Instead, all data base material including
complete z tables and X values are stored in the sequence of
programs.

The Level 6 sequence accepts as input countdown ratios and
measured dispersions from BEM measurements on an unknown
signal. The output is the best estimate of the signal type
(chosen from the moved data base signal types), and a listing
of all other data base signal types w"'.h are within a
prescribed (as an input) percentage of the best estimate
signal.

The sequence of these programs are contained in Appendix A.
, They are documented and follow the same program flow as the

data base programs described in Paragraph 10.1.1, except as
noted above.
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10.2 COMMENTS ON DISCRIMINATION PROGRAMS AND BIT ERROR
RATE (BER)

It is again emphasized that the generation of the data base
depends on off-line computation which is completed prior to
using the current time programs. The data base described here,
consisting of the eight reference signal types listed in
Paragraph 10.1.1, Item 6, is used as a proof-of-principal set,
and may be expanded to different signals and different numbers
of signals by minor modification to the programs. The
modifications require only the proper dimensioning of arrays to
account for the number of signals in the data base. Of course,
the data base would be recomputed as an off-line effort.

In application of the current time discrimination, it is
required, upon prompting, to supply an input column number to
select the power level of reference signals as discussed in
Paragraph 10.1.1. Loosely, the power level of the BEM
measurements performed for the construction of the data base can
be correlated wit', the bit error rate (BER) of the reference
signal. For current time applications, the BER of the unknown
signal may, or may not be known. It it is not, the average
value of the reference z is used, and the column designator
selected for response to the prompt, "Select Column for Specific
z", is the integer 5, as discussed in Paragraph 10.1.1. If the
BER is approximately known, then the column of z values may be
selected by an integer number (1 to 4) to designate a range of
BER. Number 1 indicates the highest BER, number 4 the lowest.
Following is a selection criteria which may be used as a rough
guide:

Order of BER Column Selection

('i- known 5

10-2 1

10-2, 10-3 2

10-3<1o-34

In this way, the effect of BER may be investigated. The effec-
tiveness of this procedure can only be determined by observing

results obtained with differenc and expanded data bases. The
entire subject of how best to incorporate BER data, if at all,
is an important consideration which should be pursued in future
study.

1
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Section ii

RESULTS OF DISCRIMINATION PROGRAMS

i1.1 DISCUSSION

The programs were used to generate a data base from the measured
BEM data, and to perform a number of trial runs using the current
time discrimination programs. The results of both of these
efforts are included here. In particular, the following tables
give the form of the data which were used to generate the present
data base and the corresponding values. The data of Section 2
and the corresponding moments of Section 9 were used in Fig-
ure 11.1. Results are shown in Figure 11.2.

0260.141

COUNT DOWN RATIOS COMPUTED DISCRIMINATES

.9216ASURED K/IO M(2) M(3) M(4).9216. . . . BER

MEASURED X X X X X X X X X
DISPERSIONS

4

ROWS

FIGURE 11-1. COMPUTED DISCRIMINATE TABULATION
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The following data base z taile was computed using the ZSRUN
program described in Section 10 using the moments as indicated
by number pairs, each pair representing a combination of signal
types. The numbers in the pair are those of the eight signal
types described in Section 10 and repeated here for convenience:

1 Gaussian noise

2 Sine Wave, 3.1864 MHz carrier

3 FM MOD 100 Hz tone, 3.1864 MHz carrier

1 4 FM MOD 5 kHz tone, 3.1864 MHz carrier

5 AM MOD 50 percent 1 kHz Tone, 3.1864 MHz carrier

6 At' MOD 100 percent 100 Hz Tone, 3.1864 MHz carrier

7 FM MOD 1 kHz Tone, 3.1864 MHz carrier

8 AM MOD 100 percent 1 kHz Tone 3.1864 MHz carrier

Figure 11-2 lists the four data base z values and the average z
for each signal type in combination, as described in Section 10.

The meaning of the symbols is given on run one (1) of Figure
11.2, along with references to prior sections.
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lhPUT FIRST C.lPD ",DJER
!I

S2.450E 00 First column is power level,
, :3640, 9E oo second column is signal type

1 1 0 .392.8toE 00

a I 1 0.I,8900E 00 (see list on page 106), third
& I 0 . 1 e0900E 00

d 1 .1%59oE 00 column is discriminate designator
e 1 4 421,0E 00 (K/10, M2, M3, M4; see Sections3 1 1 .a'."0640 1 100

j1 3 J.3I340E 0. 9 and 10), fourth column is
3 ,4 0,445450E 00

S0.4,7704E 00 value of the discriminator.
4 1 a .530740E 00
4 3 0., 59010E 00
4 1 4 u. ".3090E 00

IhPUT SECOhD ChRO NfRflIE

a 0 I 0.297390E Uo
S .Mb08O0 00

a 0 I 0100 00

g 3 U. I. "550E 00
1 d 4 0. 764;2OE ou

- 1 . u. 34? 10 O 0

I,, E00

4, ? 4 u. 120190E 00
a 1 0,31ZIOE Oil
a a .:11 ;90E 00

3 a (J.a a lbof00

j 9! 4 U. a ft5o1 kE ou
4 21 1 O,.14915E

" 
O00

4 9 ...U , &45E ou
4 e 3 O 0. 351l O0

4 , 4 U. Iqj?0000 u:

I I I MEAM 353350E00 See Sections 9 and 10 forI e J - I MEMN - O. 305.E 00

." I, MEAN .23 '300 definition of symbols: I, J,
1 0 0 0 OE 00

6 0 . . 0 MEAN (I, J) , S (P, Q) Dl, D2,
I i EP -J 0V 0.105.600

NE - 0. . 15. 92E o0_D
I r. 5 I- .II4 o D3, D4, Lambda values.

4, 1 2 K . 2 ;1E .~ 978C O0

P. I * I 0304.080-02
P . 0 1 1 -0,431473E-03

I. 1 0 3 -u. oUu)QE-03
P - 1 0 * 4 VI*35 69E-0)

P a 0 t 04314;;E-03
P * 0 0 a 0 0,Z1400 -0

2

9 a 0 ) 3 0.4'46U-0Z"
I ' a Q 4 u. 129a .5E-01
P Q . £ I -U.910302.E03

P 3 0 0.64046uE-00
P j 0 * 3 0.1959.E-0
P * . 0 - 4 0.5 65!l4E:0|

* 4 0 a -U..I 569E-3

~; IP * 4 0 1 0.21,OVUM -0
P * 4 U 3 3 0.5 654E-ul

P. 4 0. 4 U. 143175E 00

,. 0..59F 0V D- 0.7794E-0, C = 4, N = 4 designate that a
,. 0 0.Ia7 0 04 0.53554 E 00 fourth degree equation was

"L-1 "I. ,LUE-: solved correctly. The values
-0. ''.o5I E 5 under Race A and Race B areG O'* ,7b? . 7344E U4 .

-U ,&:00I3d89IE U4 the final z values used for
1 *1 €discrimination between Race A

C -4 h 4 and Race B. The word "Race"
is used to indicate signal

DK. ISCRIPIHiAT FOCTI,PS type. Average is average z
RACEk GkU&'lWISEvalue.

-u. 4.8:1$E OI 2
-U.4537700 U3

-u.463a500 03
-0.459930 

03
6r006060 * -0.4.109SE k-3

. c' .. SUEWA, 3.14 *U FIGURE 11-2. COMBINATIONAL Z5
-0.5.0670F 03 RUN 1
-0.563604E 03

u u. b3559 03
-0.5b33.5E 03

itY E4
6
0 -0.5tZ1$9E 03
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INPUT FIRST CARD MADER1
II

I I I 0.321450E C
1 I a Q. 304090E 00
1 1 I 0 .svaOIOE 00
1 i 4 033-3060E 00

abee .ItOE CO,

4 I 3 O. 1%590E CO
c 1 4 0.242110E 00

1 0 i '7064oE 00
I a : o.0I901 00

3 U .3173401 001
1 1 4 0.4454501 00
4 1 I 0.477040E 00
4 1 1 0.$30740E 00
4 I j oV: O59luCV 00
4 I 4 -0 0.EaQ 0

INPUT EC(hL CARD) htUMIEP
93

i a i .010 00
I 4 C o.8700E o

1 I 4 U:.'41~E 00 C
C I 0.3" 30E 0 0

C 6. C090E 00

a c 4 '211.40L 001 1 0. 13tA440E 00
i a o.iaCI5oC 0o0

9 3 o.Ilaas0c o
J4C 4 U.2104?20E 00

4 C 1 3 .1165 0DE0 0
4 e 4 .104a9o1 00

a~ I EPT" 4. Ifl.' .533531 00
d * J I MEft%' 40O3635E 0o

1, 4 Ji *I MEAh 0 C.657520& o
a - EAn- 0.1374410 0

f * s Ewt - .11!756E Uo

P * I * I 0447671-ui

P 1 0 * -V.. 3?fl1-03
P 4 :0 -. 843-C)

P - I U 4 -0.a49471-0

u a 0.059a761-0

i 0 1 - u.a31a751E-0
p a C * 3 .o559bE1-0t

P V U .1"6447[-01
P - Ji 0 '4 0.52903CC-Cl
P *4 0 1 -0.28494?E-03

v I 4.,00 01oa'asco
P*4 v * 0 u.;83uC-uI

P *4 0 4 0:.:446-EC oC

9. d4 loC140*.C 00 D4 * 0.5:'o007 00

'0. I3I545SoSoE 05
0.V43S4IC34tVE 04 s

-o.Iv8C0oosu37C 04 4

-I- GAUSSIANI NOISE hEPb M IA F#CI!

RACE At * G&WSIAS WISE

-U.4d13181 04

-0. 417-145E 034 ~hVLRAOI - -0.478d' C U,.

RtE 1, - 3'- FN SOD I00 HI TONE, 3.1864 HtZ CARRER

-o. 5?1380C 03
-u.374314E U$ FIGURE 11-2. COMBINATIONAL Z5

*-0.5734o11 o3 RUN 2
IIVEMR * 0.573410E 0

' 108



II*UI FII3SI CARD MMS*1ER

1 0. 3Z1450E 00
I I a 0.3o4940E 00
I 1 3 U. )9280E 00

I 1 4 0:.335060E 00
SII u.I00E 00

e I a 0. I089%OE 00
3 1 0. 19590E 00

.2 1 4 U.a4,11I0E 00
3 I I U..-70040E 00
4 I d C.2aOP19E 00

13 1 3 0.317340E 00
1 1 4 0.445450E 00
4 1 1 U. 477040E 00
4 I d 0.534O?40E 00
4 1 4 0.09%00 00
4 1 4 U. %329K(~ 00

thl3'l ' ECIY1[ CARD tiJIR

I ~ u.01940E 00
14 1 0U.l 7I0EoO 00

I . 3 v. I tpb70E 00
a 4 0.178830E 00

I u.l3?o70C 00
e u.1209301E 00

a .II-89L.E 00

1 e 4* PEPEI 0.Il40

1 I e 4 1 .10939Alf 00
4 d 4 59ZUIOE 0I~0E0

4 & 4 0 . 1 -oaaas0E s-0

P * I Cl h It h0.IB3I5 -0

1 4 I * h -0.o5SE 00

a d MEh OQ94E0

4 J MEM 0.10SC-00

I- * Cl *0. 42452r -03
3 -U* 0.86I356-03

P 3 1 - 4 -0.szba8E-03
p 1: 4 -l I -0.45275Eo-03

C!* 4 0 a O.,I1444E-0I

a 0 - j U.o4348040
P - d . ~0?L 00 4 3 0.170057f -0I

133 * ..~0~0~O 00 346SE-0.5 OEO

p 4 " ' 4, 1.42M0

D3 0.W iW 00D4 [~0.52470E OtYDA

-U.40lbU54E 05

Rv.Vt ~l sI GAUSSI04 os
4-u.01795,l9'E 04 4

4 U.4 11 - 4V

L3A DIC3.hT *U941 Tvi

*.'RAE A -" GUSSAS HV3

A- 490)76 0

.0 109



IhPUT FIRST CARD tIOMIER

I I I 0.321450E 00
1 1 a 0.364090E 00
1 I 3 0.3908l01 00
1 1 4 0.335060C 00
0 I 1 0.10690C 00
a 1 0. 1889ME 00
a 1I 0.Ib590E 00
& 1 4 0.2401101E 00
3 1 1 0.270640E 00
.3 1 0 0.083190E 00
3 1 3 0.317340E 00
3 1 4 0.4454501 00
4 I I 0.4770401 00
4 1 Z 0.530740E 00
4 I 3 0.b59010E 00
4 1 4 0.9632906 00

InPUT SECOMD CARD hUNRR

I 0 1 0. 346740E 00
I a 0 0.0.94301 00
I a 3 0.255410E 00
I d 4 U.t4590DE 00

1 017800DE qo
a 0 .1949406 00

3 0.a9045906 00
4 4 0:.41001 00

40 0 3 . 11760

4 2 4 0.04590C 00

4 3 e I 049110 0. 3510
4 a & 0.443920 0003 60

4 d * 3 0.4?8670 0049 60

I - I .3 * 0 3-4330WE130 00
J . I MEAR * .4363M 00

I 3 J I nEAR 0.329155c 00
P J I * 0. 40731-00

PI I 1 9 HE 0. 193? 00
P 1 HE 0 0.45576-O

P * J 4 HIM 0. 71" Go

P * 1 0 - I 0.a309611-01
p - 0 0- 0 0.63509i-0
p 1 0 * . -10.:30741:01
P &10 0 1 4 -. 304401L00
p - a 0 - I 0.6855786-Ol
p a a -0.3034536-01

P - 3 0 - 3 0.3143531 00
P * J3 0 - 4 0.2110276 00
p - 4 0 - I -0.3407141-01
P - 4 0 - e -0.342440E-02
P -*4 0 - 3 0.0110071 00
P 4 0.- 4 0.00a8166 00

as 0: 0103"03E 00 D2 0.31804406-01

~- I3 -0.1036576 00 1 4 - 0.1018076 00

00 LVtbDA VALUES

V.17.@00W 939E 03 a

0.&MI2I978766 00 3

I'C - 4 h - 4

LInEAP DISCRIHIhAIE F~hCTI~hS

kKNAE R -I- GAUSSI&W NOISE
05430071 00
:556 00

0.560506E 00
-).5553IE 00

ftiRMI - 0.9S5401E 08

0.5539 02oI~Ia1eII~oUo FIGURE 11-2. COMBINATIONAL Z5
0.5302W6 0

0.53MINERUN 4
*03m~o 00
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IhPUI FIRST CARD rlUMBER
I

I I I 0.321450E 00
I I d0 0.30404of 00,

1 1 3 0.3928I0E 00
1 I 4 P:. 335ft 1E 00.0 I I U.18. 880C 0

I a0 1.88960E 00
.0 3 0.I%590E 00

10 0.41 00
3 1 1 0.a0040E 00

3 I 0 ..'03I'O0C 0
4 I 3 U. 31 -340E u0
3 I4 1).445450C 00
4 1 0.4.7040f 00

X4 I a0 0.5)0.40E 00
4 I 3 0.o59010E 00
4 1 4 U. i.3e9.)E 40

11*131 SECONID (MRO IIUmbO

1 00 I . "~0490f ou

i .0 4J40050C 00

4 . 4 225400E 00

10 4 4.C3 4 V0 40

4 10 -0 *O.
8

04
0
0 00

U. 205 of J4 0 ')it 4 .0 . .4W30VE 00

4 .0 3 0.o0o4"UE 00
4 .04 4. p4635VE ou

- I KICIVI " J53UI0

-IREM Q: z.0ob=00
I*3j J f IK~i 0.3.19155C 00)
I 4 *IAi4 0.o5?5200 0

I * ~-.0 ~ - 0.31554M 0
i04 . AtOR' 0.2074079 6u

*.4 J4 heith 0.&,.3.0 o

P * I u . 0. 0 -4

P ~ ~ ~ ~ U I Z 442I00
P * 0 0 I -. 4dis?E-02

4 . 0 a 0 44244U

P u -0 U74f -. o$- Q

F, 134 0.10,A.084 U0

p 4 0 , 0I 4.420iE u
P* 4 .* 3 U. 105244 )

P * 4 0 * 4 .30,4.0 04

U 0 :" 4.74070 w' - 4 ,?247[0
* 4 0uL4 14* 02200u

1.I0154b3V70 i Q 4

:11 ~*4 h - 4

-I-.AUSSIAN NOISE

-E4.2V'5
7  

42vlz -

&4 I,~E *6AAO"00. IOilI ME 514I CAUER FIGURE 11-2. COMBINATIONAL Z5
RUN 5

0V.c,4 U E 0.0
-U.dit5?40( 02

4 . .. ~~~vERWA0*-02240 .



IhPUI FIRST ARD MIMIER

I I a 0.36090E 00
I I 1 0.309201OE 00

I I 4 0.3)5u*0E 00
I I 4 .3350@oE 00

C I C 0. 188900c 00
C I 3 0.19t5901 00)

1 4 O.Z4.1110E 00
3 1 0.2T1ob4QE 00
1 a . 0..-a3I%0E 00
1 3 0. 317140c uo
a 4 0. 445,450E V0

4 I 0.47'040E 00
4 a d 0.53v?4vE (o
4 1 3 0.o59DIVE uo
4 a A Q. ft.09k4 00

IJIPtU A.CI~hb CHOPD humqIfo

I

I C 3 .O e ut.
I 4 U. . 9'4ko oo

- .I383uE vo
1*1i.3* 00

01 . 0 00

e C 4 U. I io t oo

4 1 0 .I 1C 9 .0 1 o 0 0

4 d 4 0.1I429VE 00

I1 I J I V. M Ih oj)3Z

OdI3$E.-f.0

I *n 0 A ul1-iaf0

i 3E 0. W --. I f ".
4 j EU13 ..4
p * ~ p 0. 54t *o~5 E o u

P * 4 0 *0.5339lvE-oI

P* .0- 4 0.143.411 0

4~~ 0. 4 ftc 4-

A) 409?E0

.4~4I V o V uf

£ 0 4..143Z41,0.

oh .- 0.50S'107E 0

11 44%89"112

-I.ZW~0? 04,



IiiPUY FIRST CARD K4*256

I I I 0.3Z14506 00
1 1 2 0.364090E 00
1 1 3 0.392800 00
1 1 4 0.335060E 00
2 1 2 0.1868806 00

a 0.1906 00
2 1 3 0. 965906 00
2 1 4 0.2422206 00
3 1 I 0.270640E 00
3 2 2 0.283190E 00
3 1 3 ".317340E 00

1i 4 0.445450E 00
4 1 2 0.477040E 00
4 1 2 0.530740E 00
4 1 3 0.6590106 00
4 1 4 0.963290E 00

IhPUT SEC~hD CARD hUHUSR

I 0.3555306 00

I Z 2 03850006 00
I a 3 .400000E 00

' 4 0.4274406 00
ai 2 2 . 9t7506 00
2a 0.184.306 00

2 2 4 ,'8oaoE 0.240600

3 2 I 0.2934306 00
3 2 0.2780201 00
3 Z 3 0:ab00006 00

3 2 4 0.944460E 00
4 2 1 0.5613206 00
4 2 2 0.5246406 00
4 Z 3 04700006 00
4 2 4 .4204806 00

2 06EAf(2.J)

2 I.2* EAH - 0.3533521 00
a. 2 .- I N6Ah - 0.203635600

I*3 .2 - I M6~t 0. 329ol55E 00
-4 J I M6EI. 0.657520600
I 1 a .2 f206 0.391"X3600

1 2 0 MCA 0.7235-010
4 IJ0 2 MAN 0.49710600

P*1 0 -3 -0.316106-02

p - 2 a. I -0.2270o6-02
p - 2 0 a 0.215231E-02
P - 2 0 3 0.6623'?E-02
P .- 2 a 4 0.17B2056-ot
P - 3 0 - I -0.3116206-02
P - 3 0 - 2 0.6423176-02
p * 3 a - 3 0.2054i23-02
P : 1 0-4 0572-2

p 4 1 -. 6615256-02
PF- 4 0 - a 0.278205-02

P 4 9 - 3 0.5587236-02
P 4 0 - 4 0.1535946 00

D3 - 0.6027741E-01 D04 - 0.1.34206 00

2 LFADDA YAUES

" Q3*6899e 02 1
':k 760262 0626 03 2

-0. 1903(1990602 03 3
u.318kU25634GE 041 4

C -h- 4

L1226M DISCR22222ATE Fi~iC12ISIvtI 0,66 A . GAUSSIAN N0106
0.1463,4E 02
1) 4613A60
0 .147779NE 112

2 0.!10624E Q2
Avt.MW6 - 0.148214E 02

2 .~ FIGURE 11-2. COMBINATIONAL Z5
RRCE b - I2 AN 6)O 10 00%. 211 TOW.. 3.1064101 CAIER

Q.*"A 02 RUN 7
g23t.I lU.

F#9ERh46 0. 14..lI
3

8 02

t 113



IWUT FIRST CARD 1031130

1 00

1 2 0.1816aOE 00
1 40 0.."~6QUE 00

e I I u. 134 1 -E 00O

d I 0 .1.04$50E 0k-
e I i u.I'a..90 00
1: 1 4 0. 1 Z O.Q0E 00
3 1 1 0.1320120E 00

1 4 . 1. 1 lo0T 4 QE-)k

4 1 1 ). 149 500 00
4 I a0 0.117450E 00
4 1 3 U.113510E 00
4 1 4 U. OV0.

EcuU u ("WZIC.D "bEIR

a 4 Q. 1744oklk 00,

V I~ s 10 1 * V E -'k'
* . 4 e.ai0P44VE Q,

a .1304400 o
U. I.0oaE 00

I o..o0.oO 00

a 0. .U pt .0.,0

I*3 1. 1 MtORI 0.1154.E 00
a 10m1 0.1.4OE Oto

a. i 0 10001 0.1167430 vu
4 JI 20 'Eu . 1IZ o

".P.Q.
r*I u .. 000oc0
I' I u ' 0.4544ag-03

I u * 3 .a418J'E-0)
P * 0 V. a o3.Z"-Q.

0'*~ u ) .3054%,E0-03

4* ') U * u.505803
p 3 U 4 .584a

P * 3 u *a 0.15, OE-0Z

p 4 0S U500585.00

p 30 4 0. 1.0.1.E-0.
P. 4 U-a oa?..Oo

bi - u)5A, 4 0. %50 o 4 4oE.L-uQ

P4 13 o8I0o

_..1'4Q040 v4

1.1141"k4k1*4

.,Eb 2 F INW WAVE.I T.k041K CARRIER

-uii UV FIGURE 11-2. COMBINATIONAL Z5
4 .a 1)4RUIN 8

E *., -. 141,*oE A4

114



IttOLT FIR'ST LRD NUMlOOR

1 0.IQ?.3q00 Oo
I I 0. 1016000 00
I 3 0l.1,q5500 00

1 I 4 V. 1-6420E 00
I1 0. 134710E 00

O I d U. 124350E 00
- I s o.1I33%300 0

d 1 4 0.120790E0 0
I I u. 13alZ00 00

.4 I d C UlC740E 00
I i I I .103o00) 00

S I 4 u. 10"5400 00i
4 I I j.149150E 00
4 I .17500
4 I 0.11 )510 (I 00 k
4 1 4 u.loU I ~iu k
Ith4UI oECONlt (HOD hOUMIER

1 4

I 3 O.Z01940.0 00
e 0.187bO80 00

IC i o.I&06o0 vo
IC4 0. 1 78300 00
o 3 I 0.137670E 00

- C C . 100310 0
- ~ ! 3 E.80 ol-
4 a 4 0 .1 U4)0O0 00

1 0.13.'930E 00
v. 119940E0 00

C 4 0 .10439P0 00
4 e I 0.1I93100 0

4 ! ) 0I0501 00

4 . 4 0:1131700)0

I *I J4 I M~ls - o. 183.10K 00
1 4! 1 13* ME Rh - "-.I356430 00

I J I MRi * 0154W7 00
IE -1 4! 19 I MBEt * .1 0 0

I 35 CMEV l o.343E o
* ia3MEfl O..33 00

I1 4 1* d Mlt, 0.132820C 00

0*IU 1 I 0534113E-03
p I u c 0 JIM 'I o &533-O

0 j 0 .057134E-034 0 * I0 * 4 0.1071EI-0

0 * C * C .. 331935-03

0~~~ * 341700-03

u.. I !3 -3 *I o57403
0 0 3 0.434170003u

& 3U .0041E003

4
0. 113, 0030. 4 v 1 0.1 33153 OE-03

p 4 v *4 V..CI WE _Q

Dl -o UA5000t- ('3 Da* --. 3*50280-02
(A)* 0b?0000C 04 - -0.108425E-01

Li(1lh V.itUES

j -o.344515tc50 Q,

4.O?041 0h 4

I. IhiE~k P 01 CIMIh.IE Foto 110Us

6n.. o l X2 * Al ,i' t 1 14411 CARA lER

.4 5 3.%I0 k
-. 45 blIt0 04

E R0* *A U. 457.'e 04

AA-FM D4 (i .401041T.1.3.IOOOMiCAMEIO FIGURE 11-2. COMBINATIONAL Z5
7 45 'ItOE 04 RUN~ 9

0 115

z



ILIPUT FIRST CARD tutIEP

I I I At. 19. 39uE tatu
I I 1.IObovE 00
II 3 0.I7Q55OE 0.)
1 1 4 V. 17.420E 0 0
e I I u.l134.'l1taE Ott

2 I v. .12435'E ell
2 3 0.122920E 00
2 4 0.1I20790t u,)

3 1 I .132120E Ct'

J 1 3 o. I I utE uat

3 1 4 Q'. I Ut40E 00
4 I 1 0.149150E 00

A4 1 2 0.117450E 00
4 I j taIllA .iIaVE tt
4 1 4 ti. 1LK. dtit* tilt

ItlI'Ll ECl~tb CORD mLMbER1

1 2 I tv. .i4-or40 ta

I d j 0: 25541LIE 0o
I d 4 U. 14$300E 0t'
I e 1 0. r.7t-E 00

I e 1a.44 n0 E Ota
u2 t.t~ k :tE Ott

2 2 4 u.It..4t4 taOk

i2 I 0.,cblt'j0E 00

O. 830E sat

1 a0 4 S'I21'E Ott
4 ~0.241 .,v0 v

'I4 V b .. 'aOE ta

4(41

I M.1' 0 ' 76 v

"E 0(0 : * J.rOEta Q0
ME~t Am 04IWE taO

nlEA * .5rI2E 00

P * I i * I .0aME-01

p V I Li E 4 '.".I0E I

P1 - Li- .4142yE0
P * 2 U * S 00 o4~C-0I

v~~~ 0- V :42"tEO
61 v Li*2 t. 3o34.oE-ut

P S0* 0.9 taC?44E v 1
0- 4 0 1 4 o )t'flE vo

P ~ ~ ~ 1: * *oItt3E 00

It *'Ib 11 i*4 lY'iflo

o.a o~f~c4l O I

0. s,?4.2 %0"4 fl 0,

054b4)4.O?5f 03
d" -aI Octb44..tE 04 4

clhE"tR [3SI.fmflhaa( Ph...11011.

na . 2 Z Siga WAT, 3.IbOIIRISj CARER
o1014",a"

* I I I044'E ta.

a ... p aA 04* E .I Of a

pU.mLOSSUSS(0w.I 124i CRRE FIGURE 11-2. COMBINATIONAL Z5
all014 RUN 10it, i t -0. 1 tb"r' t

t . 116



InPur FIRST CARD !$UMPER

I I I V. 19,390C 00
I I I 0. lloOE 00

IU1 .0119550C 00
I 1 4 0. 17W42C 00
- I I Q. 134710E 00
O I 2 V. 1243501 00
- I 4 . 12292DC 00
1 4 0.120790E 00
I I 0.13228CC 00

4 I 2 Q. I Io C d 0EQ0
J I s .ICObvC 00
4 I 4 -).100540E 00
4 I I 0. 149150E 00
4 I 2 0.117450E 00
4 I 4 V. 11351I0E 00
4 I 4 u. I2078000t0C

1Oil-T8 '.C0ID CARD "ORDER

I d I 0.30049CC 00
e e 0 .07254CC 0CC
e 3 V. 340t,500 00

I 2 4 U. 2950CC CO

a4 08 E 0.884C

o 0 .d28010E 00
e d 4 0.234MEC CO
j I I u.2Ob84VE 00
3 e 2 0.24954kCC 00

3 d 3 0).408360E 00
J 2 4 U. lq00.01 10
4 e I .4vu5CC 00

4' o 2 U39343uC ut-A4 2 3 .87.,CC 00
4 d 4 0.74435L00 00

~- I E J- 03l00 0.)I*4 .- I Mt~nI., I.29C C
I I EA -.0Rbl 0.325545c00

I J 0 I MEA" * u.20?OCC O

I J J Z * 2 AM 0.32933SE00C
1 4 1 2 MOEth * .. 28320E 00

t.P.W0
I u I - U.fb04tsC.-02
C * I a * 0 -u.589135E03
C * I * 3 .2.3995C-0
1 * 0 4 0. 595372C-C2

P d 0 * ..033634C-C2

P * 2 * 3 .,7479.E- Q

CP 4 u 4 0.5s9695c-CI
CP 4 '3 1 u .5v5372O-C2
C 4 Q '3 -i 0 O.0759E-01

C*4 u * .539895E01
CP 4 u 4 A).146346i C0

Dt II.. -o-JI~o4 Us -~U.0S'44MI U. 34-

;. '15pbt404 00

*4fi 4

LILhUhf III CRIMIIIAIC FCiC OhS

QA, *E SIN! WAVE, 3.1864M&1 CAlCUt

4 V oo5.?6 uE0
okkG.500 0.51oo 00

- NW 0% 1CITN,316 WE FIGURE 11-2. COMBINATIONAL Z5
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IIIPUT FIRST CARD tiIJIIEp

I Ok-OI?3060
I 0- O179550E (0
1 1 4 0.I?64aoe 00
e I 1I .1 34710E 00

a a a 0.124350E 00
a i 3 0.122920E 00

2 1 4 O.IZO790lE 00
4 I 0.~120E 00

i a o1aiaoc 00'
1 I 4 0 1 Ob54OE 00
4 1 1 

0
.149150E 00

4 1 0 O.7I450E 00
4 oI 4 I3510E Oo
4 ISE4 0.107800C 00

I 0.202080t 00
I a a .192750E 00
I 0 .IS7bOOE 00
4 0.179940C 00

a I 0.13783DE 00
a 4 a U. I4Ib0E 00
e Z 3 Q.IMe6OE 00

a a 4 0.Ia3190E 00
I 0.I38e3oE 00

4 V. a 22 O.~6 E 0o
3 e 3 0-11990oE 00
3 d 3 0.II900E 00
4 a 2 0.159.100C 00
4 e a 0.139190E DoL
4 a 1s 0. 12000E 00
4 a 4 0.114ZIOE 00

MCNI. 4'
I 24 I fl0EV 0 .8 

3
?bOE 00

1* 3 J. I 'lEAn. U.115427E 0

IqEp 0.1302ZSE 0
3 * 3 2. a "ca. 0.123.76SE 00

I*4 .J - a MEAN . 0.135477E 00

0' * I 0 * I .sS5E-03
I'*I 0 a 0.344b?SE-03

a'*I 3 O.b4I0.64E-03
P*I 0 *4 u.10521GE-ua

0 1 0.344678E-03
P. a u a o.U8a42Ea-03
P - 03 3 0.42490IE-0)

P *a 0 4 0. b%o 96E-0 3
P * S 0 1 O.tb4I4b4E-u3

P*3 0 2 0.4a490IE-03
*3 0 *3 0a'QI1oIIE-0

F'*3 3 4 U:. 9704E:02
p 4 0 1 0 05Io 1BEc-o2
P' 4 V a u..96396E-03P *4 U *3 u.129784E-02

p 4 0 *4 0.2laesacE-o

DI u -ub83aIE-Oa D.1 - *U.453252E-0a
'13 * -350E-Oa D4 - -0. I3300o0-ua

I-0. 18
03

710937SE U5 IIDC A(
-V. I5?9IUoba5DE 06 2
0u.I9!4I35OE Db 3''I .56570150781CE 05 4

LIIEi.9 DISCF~fleq TwE FWf,(TI021'

RAC H 20!b KAVE, 3.I164Wil0 CARRIEAt

-U . " 75ao 0 4

-Q.. ?!Q ?'E 04
-. 

75
149E V4

.. RFt6E *-0. ??51IE .s4

t ~ ~ ~ - 77,45 U4~ 'F~ I3T3sUl~ I FIGURE 11-2. COMBINATIONAL Z5
:V .?. 05b E V4

k -.. 72, U 4 RUN 12
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IhtJT FIRST CARD "UMBER

I I 1 0.19;390E 00I I a 0.181680E 00
S 3 0.179150E 00
1 1 4 0.l76420E 00
2 1 1 0.134710E 00
a 1 2 .124350E 00
2 *i. 3 0.329201 00
4 1 4 0.120790E 00
3 1 1 0.332120E 00
3 1 2 0.112790E 00
3 1 3 0.110260E 00
3 I 4 0.106540E 00
4 1 1 0.1491501 00
4 1 2 0.137450E 00
4 1 3 0.1135%0E 00
4 1 4 0.107000E 00
lePUI S1ECWD CARD I UMPR

I I 0.3555301E 00
I a a 0.385000E 00
1 a 3 0.4000001 00
I a 4 0.47440E 00

a I 0.19175DE 00
a a 0. 180301 00

a a 3 0.100001 O0
2 a 4 0.1;7420E 00

3 a 9 0.2934301E 00
3 a a 0.780a0E-00
3 a 3 0.260000C 00
3 a 4 0.2440 004 2. 1 0: 51 327E O00
4 2 2 o. 32"440E 00

4 a 3 0.470000E 00
4 2 4 . 0.42040 00

* I J. - 0I tM 0. 103760E 00
j a I. MEAn. 0.325692100

1 3 J - I MEA. 0.154271 00
.4 J I MEAN 0,121970 D0

I J a MEAN 0.391"3t 0
Z a 2. aMEAN 0.133950 00I 3 J 2 MEA nq ,, 0,060976 0
4 J 2 MEA 0.49411G00

S (p.0)P I a . I 0.4a960761-02
P 1 0 . 2 -0.3920921-03
P I a . 3 -0. 157563E-02P 1 0 - 4 -0.4947701-02
P a 0 - I -0.39289M-03
P - e 0 * 2 0.24110SE-03
61 - 2 Q - 0.62?24@71-03P - 2 Q - 4 0.5261 -02
P 3 0 " 3 .- 0. 35 8E-02P 3 0 a 0.bU46?7-03
P. 3 0- 3 0. 17568E-.02
P 3 0 * 4 0.4576471-02
P 4 0 1 -0.4947?01-02
P 4 0 *2 0.152661E-02
P *4 0 3 045764?E-02
P 4 a 4 0.124835E-01

D0 -0.200233E 00 D2 - -0.582'?57 -61D3 - -0.1535501E 00 D4 -0.3721321E 00

-. .04.*740k3E 04 1
1.6.43328 I 1 05

04 47 E6
-. ?694i0bb623?8E 02 4

LIllIhn DISCRIMIMATE FtICTICIIS

P1"LL * 2 - SINE WAVE. S. 1641I3 CARRIER3 . 0010 ¢£ 03
9dl O~3IIE -)20.:61 1411E: u,

u.6,Ilb63E o1) d .l I bZ H 03QO, RAE1bO3E 03

'U" t u FIGURE 11-2. COMBINATIONAL Z5
Q. I .96i I E 03v 1,u,5,t 03 RUN 13
0:L,, , 0,

. 119
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-1-20 -- - --w --

. i.115OE vut

U. I .l44oit Ott
c I I 3. r -E t

C I * t.124 10 tt "t

I oI$440[ 00

4 1 4 1ov t 1 tio E ikt

4 I C t. l u~E kt

4 I .uE ui t

ld-ittAComb C.IQD "IM!'CV
1 24

I Q . V1 9OOE ttt

O .s.tE Vt'
- . t . !(O-Ei wt

4 it. IZ-2ISVJE 0 V

C 4 tt I it 1t ttit

4 I E.I'I C tt

4 C t v2~Co

4 ~ ~ 1 C , oI .Et

*E~ it. hit440CE -w

14 51 MEHI* tIrICV

-F
O * I iv - I 't 5ttt

L. *.o , ii - I

f C vt 1* 4 it 1-dlit

4' * , ii ** i. it I

1* 4 itC0*S I~t

I 4 it *e E tI4 '~

o~itoo ctwf-U4 o D4

44

*4 tt - 4

c i.( . FHIO IS00 11l TE. 5 1864 0443 CARRIER

,II.CCOC 04
tt.II.4C&E 04

-0.II1.C4:E 0A4
n4O"IE - -0.II2;w!V(it

'MEi *.l4 1M 4014ETM. 5.1S.4411ZCOIER FIGURE 11-2. COMBINATIONAL Z5

-u .if,C 04 
RUN 14

Q.I~~ -l,1 0i~41E 0

I,4
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'L! FIST i i'.D I4MEER

I I ". I76uUE til

1 4 U. I 
7
44UCE 4)tk

I , . j Ii 3 E ui

I . L. UIE utk.
0 1 4 l 'II4 4tiA

I I C.I344AE i

0 L. 1 I. IUL U
I 4 v. I i4 a ZUE .. u

4 1 I U. Cut ''C -E UU
4 v d: U. vID9 E UU

4 3 U.Iu5UE CU
4 1 4 V.IU042UUE U"-
VIVItU SCOI' LHUD ICMIEF

v: . U 4%t. E CU.
t . Z44;E CU

1 1 'cS4ICE UU-
I c 4 UI4Sa ,IUE UU

0 U. L-CCE Ut0

U1' .I "%E QU

d U. 0C320E UU
C 4 11 at4C'E 01

.! I V~t sli Cii

'i5IoE UUQ
L. 4 U S'3t5UE UUt
11 4O.S4UE U0

4 d. I .U447 ( CU

* Ce . (,I'UE UU 0
* d 4 L$V4CdU UE Ui

ET"', I* j.1 £* I J * I flitt* U U4atUE U
U I* 3 MCCVI a .'44 3t 0 t

I"A 1* .s 18,50CV * UII? C U

£ -: 4 CC .1U5IC t

I* 4 a *. U MCIa .555.IU C E0U

P a I a I - U.U405CUI
F a 3 ua i.0.71,-550E-C

F*I V 4 -u. SUUCUUC-UI

F a1C U .5E?S

P -- v ai. M2C bWC til

I- ~ ~ ~ ~ 5"' a7E " la 4 U ll I

Fa 4 V I nl. sCuZEU-CI

Fa 4 LI v: .4 CUIS IU
Fa 4 a 4 1.US4CC

IfIi U tCCVUtU3 Etc - U(.44$475CE-,l

V,.- ?UCUU'CSIC CS

U .s4-5?754E Ci 4

4 Ha- 4

f ViL ., a3 a FIG H)R 1Ot13 TONE, S 186441I1 CARRIER

4 C.CC'I'.sE a iz cc44C

FIGURE 11-2. COMBINATIONAL Z5
5 * ,& S 14 D 50%, 16241 TONE, 841 CARRIER

U.4 SaU4C
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INPUTi FIRST CARD N~UMBER

I I I U.033506 00

1 I 0 i. IO?6uE 00
I I I .IOII70E 00
I14 0.I?44zOE 00

0 1 3 It. 12401C OUu
d I 4 0.1I944RCE 00
s1 I I 0.138440C u0
j 1 1. IOOI%01 00

1 4 Q 1043ZCE 0'
4 I I : U1bt00UE 00
4 41 1 . 239ZCE 00

34 I 34 0. 1ItBOoC 00
4 1 4 0.104290E 00
IhPUT ZLCOTI1' CARD NLJMER

I 0 Wv v 0i OCOCu
I 3 0 U. .Cfl54UE 00
I 3 U. 44t.OOE k10
I d 4 v.0"3500C ut

0.3 4 ' 9 0.OE uO
) .Z28blOE 00)

4 C0 34000C 00

0 . 24954QE t, 0
3 0.4003t0C C-Uj 4 U0 I 4

0
$3CC 00

4 0 0 U.4q$430C 0.

4 d 3 ) 0.0?aO Q 00
4 1 4 u . 44j5uE m)

MECFM0.j.
I*I Ja I KMA~ 0. 18at430E 00
I 04 I ME~m u t'443E 00

a4 3. I MEWI 0.II?50C00u

I 0 Eh- U354E0

P -- 90* .481438E-03

P * V .I?984CE-0I

1'-4 4 O.4a584C-O
e 0 1 0 OaC1SE-03

Fl a 4 * 1'2 U54I-0

p a 0*3 U.I94C0
P * U 4 U.544U?"IC-CI
P *4 U * 4 . 34020

PI 4 -OIfl U: D 984E-O.'0a0Cu
P 4 U.I5C CO 5400* -. 001 0Cu

U. 4 " . 14943C 03

DU.ISUULO1bdbC U 3jf i- -Q .0
D3 U VaebUI337?C U3 v 14 - k.U88

LABD 4AhaE4

1 at3*3E0
.V3

'is LINEARi 1ICRIMIRMTC FUtCTIoF.

A W.CA a 3 a FN HOD 10011 TONE, 3.1I044i CARRIER
t~k I g7f'v.IUIE li0

j U -U.3.boC C-If0 ig U.UIU4E UI
I0.041 

5"7E UjI
t , -~E RME * -U).'05C7tE 01

DotE b * 6 a AN4100 100%. 100111 1GNE. S. 1864111; CARRIER
kl:rI451E ) FIGURE 11-'2a COMBINATIONAL -75
UV.: IO C Z 5E kR U N 16

-oLk. 0'E -Q1-1 EQ
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1 11 4t -.).0SE QU

I 40o0UE v0

I 4 U. I -440E, U L
I 1 o.I3dU40E U0

1 4 1.Il' "I'O Ut
.4 I UI tUE 00O

4' 1 0 119uu~E )0
4 U. I ." UE U U U

4 2v2tQs tE 0.U
le I d.nIUE klO

U.4 I L.I , uk. U

4I I 4 b U. I uE Ut

3 U u..00 LIE Q 0

I t 4 U. e.".4l o
i u: I be0v uo

V - . I 11Ev U U

3 4 . .t.E 00
4 UzI v19 . IE v

4 j U: " 9,4, 11.0 Qf U. It4.0L

I ~ ~ ~ ~ k.1ev u 1* I I' u~ .I85E o

I ftk - U9 .0 101 b. 4 a Uf. 00
I 9 ME AM * 0.I o.'443E OU

s J* I0 MEM.I 0 1.I5 o C09
4 j MEN u:14..12E.u

24 M* U t 1 U1o 4 9 In 0
0 ~ ~ M" 0 Q .4e~E.

44 * I u . A P.045 I50

u I I,*

U o. 4 Z E _. o
P4 I 4 j 4 Q. ij88v:O

g U .,* S u. I54lE-u.0

44 4 U4 I 4 ,4

p4 4.110 o t.I.U 6

p~?~II v 4 E o

*0.0 104 Q - D4I 'U.Sv4u

40 4

-'nO - S . F 4 WD0 1001f; Wq, I I8644il CARRIER

FXHD l~lMN. It.MZCARIRFIGURE 11-2. COMBINATIONAL Z5

4 RUN 17
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IMPU I FIRST CmRO "SIIER

I I a O.8700E 00
1 1 3 10810IE 0 0I 1 4 O.I?44o01 00
C I I 0.137930E 00
e I a 0.IZeagOE u0
C 3 O. IZ40I0E 001 4 0.119440E 00
S I I 0.139440E 0 0.

3 1 a I. IaI5oE 00
3 3 o. II IqoE mo
1 4 0. 06Ea 00

4 I I .Ioboo E 00
4 I1 o.1asoc
4 a .. O2.000OE 00,-
4 I 4 0.I1O"a9oC 00

IhPUI flCONI, Cobb 14501CR

I C I 0355530E 00
a a a 9s5000E0 0

I C S 0.40000 0 Ou
1 9 4 0.4fl440E 00

*4 a 3 0.4700000f 00
d C 4 0..448 00

S~ I J- I "EF oi 0.Ir) 00
1~ 2. 4 0~.a4%E 00I7430
I*4 .J I OQ k * .Ia32aDC
4. e - .a4l*- .9334

4 a * En 0.470 30500 00
k 4 .4 tU .. 6 00Oo se0

I. *E~ - U0Z 3 0 3

4 Ma 0.C55f'00 4110:~E~ u 00

1u 44.sI4nctoEO Q

u 1
I.IflUnk 142 iE u CTO~j jj 4~~~ *.n, *)FIIa3.13II50Ma.CA)z

io~~ U soVV"-
?.4 o 0446 WEk

4o 0 0. .70?95E vst

9(15a u, 'f'S -% s1E
J.1sug .'4S . 1 vs -o.59E

1884.30RUN 18A' ivI~~t ok * t 0.7:4

-.v~a4lgb307% 124
u.*.1 "SEO
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IrIUT FIRST CFRD HUMBIER
2 4

I I I A..30I
0

4OE 00

I I e 0. I s~bOE 00
I I 4 8.70E 00
1 I 0.360 00

I 0 0.13301E 00
1: 1 3 0.).28qOE 00
e I 4 0.1224 30O0 0

4 I 1 0. 137930E 00
I d I 199000 00
I 3 v I ,dOE t-k
1 4 Q. I 0 0E 00

4 I I 1592-1 v 00
4 I 013950 00ut
4 I 0.13 0950E0 0
4 I 4 V.I1 eI7OE 00
I o-ul -ECOFD CFAD hM~IER

I a I 0.340740E 00
I d d O.d491430E 00
t e 3 0.435541 OE 00
1 4 4 0.14590U00 00

1 0.1,49600 0

3 4 .113 a400 00ot
3 3 I 0.31830f0 0

9 0 27518DE 00
3 : 3 0. 3095OE 00

3 2! 4 0.)04590E 00
4 1 1 1 .4 111,01 00
4 9 1 .44.3930OE 00
4 d i 0.4780 00O Il
4 3 4 v.00a8900 0

I*14*I fl0IVI * 0.1093000 00
II 3 3 I E~ -%I .129343E 06

J J I MOI~i - 0.14413ZE 00
I' 4 J* I Mi 0.133030(00

i M 4*3IE~h u 0.493700 00

2 HA .4' 3 MIeVI ,1o30 0

I. 1 04 -f0- 00

u. 4 323 3 WE-O0.33130

P 4 u 0.704000-030.

F * * 3 -0. 3.335,E-01

p' 3 Q. 0 0.19570E 00
i. 1 0' 4 0.I597?E 00

p 4 v * I -0 ius.1-o1
v- 4 Q 1 0.9501

*. 4 .3:*,135W.9'E 00

p 4 u 4 0.0781 3 3E01

DI- -0,00 -01 03* 0.4246?30-ui4* -3 *.Io~ooOOuuD4 - -0.4aaa9af 00

.4 574d.J54?t V5

0.C3 430 E o,

.IhEA& 0.I1CRIMIHAI0 FUACIlIui

-,E *0 M40 ~ '~.. CARRIERY 0.14 11' 0'l
4 0.1l?11!E .;

.. 1 uOks .'
0.11 S.0..

km U.Ilo..tot 0,

P-. 5AX W)0 50%, 1010 Im~. S I8641#Z CARRIER

134~A0IFIGURE 11-2. COMBINATIONAL Z5

oI RUN 19
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MIVIJ FIRST CARDO "DER
14

1 1 1 0.201940E 00
I 1 a 0.187680E 00
1 1 3 O.188tbOE 00
1 0 4 0.179830E 00
a 1 1 0.13?670E 00
a I a 0.IZ9301E 00
2 1 3 0.128970E 00
a 1 4 0.I2P43OE 00
3 0 t 0.137930E 00
3 1 a 0.%lQq90E 00

1 3 u,1alZZoE 00
1 4 0.109390E 00

4 a I 0.159aloE 00
4 1 0o.129950E 00
4 1 3 0.130950E 00
4 1 4 0.I1aOC 00o

ueuoT StC~h CARD hUMSERc
I'

1 12 0.390490E 00
I a a 0.2?2540E 00

I a 3 0.346650E 00
I it 4 0.29250DE 00
a ?a 0.03940E 00

a a a 0.104700E 00
2 k 3 0.246610c ob
2 2 * 0.234000E 00

i a 1 0.2"940( 00
3 a a 0.249540E 00
a a 3 0.4093601 0053 a 4 0.39s0b001 00
4 a 1 0. 4918SZ01 00
4 a 9 0.3S34301 00
4 a 0.8769901 00
4 1 4 0. ?")Sot 00

aE~ 'MI,
I *a IM 0.109280t 00

I* a i t HEAM* 0.009343100
1.3 1j 1 AEON o.IZZ132t00

0.4 1J 1 MAN 0.0320800100
I*I ., " 0 MM 3.325545E 00
I*a j *a "AM1~ 0 .2o70I 00
&*3 1 a HER" 0.30933S1 00

I j*a "m 0 .608300 00

P * 0 * I .93?01-02
P. 1 o. a -0.5903K5-03

P 1 0 - 3 0.2911411-03
P 1 0 - 4 0.5"45E-02
p. a a. - -0.5Ba935-03
P a a - & 0.1034085f-0
P 4 0 - 3 o.67510-02
p* a 9* 4 0. 1?OflOI-01
P *3 0 1 0.20141103
P *3 0 *a 069010
0 3 0 *3 N044w.1"-0,
P 3 0 *4 0.5404451-:4
P) 4 u 1 0.51m-00
P* 4 0 a 0.1109901-ot
p - 4 0 *3 0.540443E-01
P. 4 a 4 0.144457f00

at -0.136065 00 W0 - -0.784..4?E-01
013 * -0.202W00 00 014 - -0.695500E 00

AMIDA VALUES1

-1.4167.330$441 03 a
U. I5001930154H1 04 3

-. t54a069Z?&6 01 4

Iii;)L -4 h -4

LlhEMR DISCPIIhAVE FUhCIIM

&MEH 4 - FM )00 SINS TOM. 3.160411C&M111
:0.4.3963f V2
-0.4430 Q
-U.444P4% Oa

myk *6 . 1.445541E 00

- .0M 1410ts Q 01 0&T.,510IICME FIGURE 11-2. COMBINATIONAL Z5
:0.S4%bUA~ Q UN 2

Of -v.tt7I36E OaZUN 2
* -v.b7ar3,aE Qe

I'L41*-V0.9500E 02
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2001)1 FROSt CAORD HUIIDEA

I I a U. 187.40E 00
I 2 4 .1I0?t'OE 10

I 4 0. IO7v
7
0
0 

"0

1- I 0. 13rb.0E 00

a 0. 2403uE k0

4 1 4 0.2.t2430E 00

4 1 I 0.137930E 00
I 4 o.I~00' 00 0

1 * I o$'. J IE' 00

4 I I 0.24100 00
4 1 Z: v.1009500 00

4 1 3 u. I30-5O0 00

4 I 4 u'. II4 '(0E 00
20011 Fco"D' CAORD ri)1100

1a 0. 20200 00
a2 0. 1927500 00

I 2 : 4 .19440 00
a I 0.2378300 00
d2 e .I3o30 00

2 d 3 a. 10Eo4 "0
d 4 k0 I .221ob0 00)

1 28 2E o2o0 0

S43 Q.199000 00
4 .2 : 4 o.I"u720E u '

4 d e 0.3990E 00

I4 a 4 v.1142200 00
'cJ; ' 2.0"

a, * . I nE~tn * .293430 00

2* 3 1 1 I E~ 1101 0.122132E 00
';I* 4 4 I 2 E -101 0.2328200 00

a 4' " 2 M uO .I905920 U0
2 j e 2E 1104 0.13UZZ5E 00
Jl 1 o 2 nE~h ' 0.223fl500

1' 4 2 MO~hi- 0.135477( 00

P~~~~ *20*2 .5321450-0

a *j 35 u. -E ~ 52-03

0', 2 0. 15,.0899ZE-02

p* 4 1)*2 0.2325v0o-0

p & 0 *4 V.7I19541E-0

P 3 1i * .o.591 09E-03
p a 0. 43514"E:-03
P 3 0 j V .817blff0
F, U 40 1.135259E-02
p 4 0, * 2 WE v~0, 02
P* 4 0' 0 .719541E-03

P40 4 0 1 4554 o.22- 02.

D.2 -0.213I24.0-02i Da2 - o.t02360-0
Di -0). 2osi500-v 24 - -u.2t574,EO02

LAM)
0 0 

VALUE.

k i .a~%77E0.

-v.LvAt. 0.tiitT kA~0

-0. MODv SI'' 01,3 O AIRF

bkEc -Q.,' E k,

v.-EI I*7Fl4DW.ZTNE3196444 CAM200 FIGURE 11-2. COMBINATIONAL Z5
I 4-c7Av'I, RUN 21
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ItIPIJ FIRST CAMMKVI0lf

I I I 0.zOlR4OE 00
0 I a 0.19760C 00

1 1 3 0.180670C 00
1 1 4 0.I78830E 00
a 1 1 0. 13767CC 00
a 1 a 0.129301E 00
a 1 3 0.0970E 00
a 1 4 0.10043DE 00
3 a I 0.1379301E 00
3 a 0 411994E 00
S I O .10100C 00
3 1 4 0.10939CC 00
4 1 a o.asoaaoi 00
4 1 a 0. 126"06 00
4 1 3 0.13095CC 00
4 1 4 0.111017cC 00

IhPUl StCWIO CARD IhN8CR
as

I a 1 0.35553c 00
I a a 0.30500DC 00
I a 3 .400000C 00

1 9 4 V.42744CC 00
a a a 0.191750C 00
0 & a 0.18663CC 00
Z 0 3 u 10000cC 04

3 a 1 0 9340E 00
3 a 3 0.26000CC 00
3 z 4 0.04444CC 00

0:564440C 00

4 t 0.4703000 00

4 a 4. a 11CM-D 01350

P 3 I MEAN 0.9?147C-00

P- I 0. 0 a *C" 0.39199)f0

I - 3 0 1 MEA 0.2-669M 00
I. I 4 E *0. 4941 t 00

P 1 0. a -0.3"66949-03
P~ t 0 * a o.a44aw-03

P 1 0 * 4 -0.I4933C-02
P. 3 9 i -0.3586W-03
P *3 0 O .Z40?30C-03
p 0 3 o .I7'7875-00

P 2 4 F 4 * 0. 1493X-02
61 3 0 ? 0.I543231-03

1. 0. 3 0.t4??am002

P *4 0 *4 0.IM533E-01

Ds -o.aoa7I31C 00 0a - -0.546.7E01
C'3 -0. 14b45EC 00 D4 - -0. 3.129DC 00

-4. ~ ~ ~ t I07003C0 MIDA VY.I.ES

U. I4V2171679?f 05 1

0.93LQ040?IOIC 03 4

C'- 4 h - 4

lhff DI ZCRIPPIhAVE FCIIIhS

kf.C I A - 4 - CIM WDD SKLHI TOM, 5 .1664E1 CARLRIER
7.4?522E 0

V.757224f 03
.?50950C 03
0.5b5000 03

RvOPAC - C. 7550496E 03

IAE - X=100%. IO~l M, .1"* .O CCIZ IEX FIGURE 11-2. COMBINATIONAL Z5
l0~ Ib.144UE 43

. 1.4 579 1> RUN 22
U. 147053E 'u
0. 1"30f. 03

A"'076 - U. I 576960E 03
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IEIPUI FIRST CARD IUMBIER

ItiPuT FRS? CARD UUKfEP

I .34t,?4UE 00

I . 5'3410OAE 00
4 0. 1 9.I 00E 00

j ~ ~ t I A O83E tU

1) I ZO.~58E 00"

4 Q.4lIa40E 00
0 I .0 A.4 30E 0 U

4. 4 S U . uUE 0

4 I a 0.UUAAUUE Ut0

IV*UI .ECWU CMRD itUMhi

I ) U34049UE AU

I 0 ..0f54Ut 0 UI 5 0. 34.tTtE UU)
k,~4 .: IeU5UUL AU-

4 l I U I3$4E U

f~~ - 0 U. 4OE 00

- 0 U.AIE A
.0 4 0.0. U4UUUE
o I o..0t8840E 0U

S 0 .0 0Je4U54UE U
e 3 U. 4063bUE VU
.0 4 11i ft, ll OU . U

4 e a U49A00E AU
Z 00 - . 3' 343U AU 0

4 0 4 l U dIUvUUt AU
9 4 0 44350E UU-

I 1* I fEAlt U..0493?UE AU
I j MiMI' u. UI1183aE 00
I 3 J I Mutt - .43.Ul 00

a 4* . MECmI u U.j.5545E AU
I * 4 .0MEAM 0 .0O7WE U

.0J, ' MEAn * .. Z03z0C 00

V I u I U.2078afA ol~

u * a .. I5I95iE-u.
P t U * 0 0 Uj5iU

I Q 0 4 Uk.Z J33I0 1

P 4 .0I045IEA0z
p U 4. 3 Q19 --U. *10 1

4 * A 33I1"E-02

4 0* 4 e .0.45I1 00

44
212

*,, ~~~51 004~3~~LU
P .4A 0-03U468f It0

L- -UOltttOtk U

" -es. m-UtAS5E Ut

MEI S4 AM MOD 5 3 0 % . lUAU: TM , 3 IAU4II CARIER

-U. SM..OEU

U. bb1 V&~t UtUE1-2 OBNAINLZ
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IhPUT FIRST CARD NUMER

I 1 0.3467401 00

I I 0. 49430E 00
1 3 0.2554101 00
I 4 0.14590OE 0.
a I I 0.178800E 00
0 I a o. 194960E 00
0 I 3 O.aO03aOC' O0

2 4 0.11304000
3 I 0.,610301 0
3 1 0 , 180E 00
3 1 O. 0.118650E 00
3 1 4 0.904,90 E O0
4 I a 0.4913 70E 00
4 a 0. 443901E 00
4 I O .478670E 00
4 1 4 0,80889E 0

IUUT SECOLCD CARD MURIER

i 1 2.02 090E 00

a a : 97 7oE O0
2- 3 0. I8?600E 00
'!," 4 0.17;940E 00a' d: 1 0 370130E O

a. a'a 0.131630E 00

a: 4 .23 i181" 00

3 e z 0.1199001 00

3 a 4 o. 11070E 00
4 a 1 0.1597001 00
4 a p 0.1391901 00
4 0 3 0.2126000 00

* 4 0.11420E 00
IEAN(I.J)

2 * J . I M 0.49370E 00
I * 0 1 I REh * 0.1718301 00
-I J 4. * i RqEM - 0,430.8I0C 00

1 4 J 1 RElH 0.55570 00
I a MEAN O.1905M1 00

l~ .a pm9F 0. 13 QZSE00
1 3 J . E M . 0 , 376E 00

SH EM 0.134770[ 0

P * I O - I 0.404059-01
P " I 9 •a 0b.7857?6E-0
P * I 9 " 3 -. bbl 56-OI
P 4 I 9 * 4 -0.3,40071E-01
P 0 1 . I 70.576E-0o

P 2 0.49413SE 02P a a 9 * 3 -0.36345K1-01
P • 0 * 4 -0.197105E-O,
P * 3 * I -0.60156E:-0

p * 3 a * a -0.3.3450E-0.
P. 3 9. 3 0,,9?553E 00
P 1 Q* 4 0.159?591E 00

i P - 4 0 * I - .3a4007C-0l
P . 4 a a -0. 197105E-01
P 0 3 0.15959( 00
P * 4 0 - 4 0,877689E-01

ID. 0.58775-0I D2 - 0.4&bO5010l. 03 * 0.309047E 00 D4 - 0.4,023S 00

I~ LhqD -U.5?U00476
-U. 467047363E U3

t, b..b66Vj516E 0.4 3
t.teuj59993I6E 03 4

C - 4 h . 4

Y LIEIhER DISCRInIhIAE FUMCIIO/I

8Rf.6 - S . A14 WDD SOI10 TONE ,,I0A M4 CAUIER
-u.!w96?9E 01
-0.133391E Q
0 114718E o0

-V.:59l OIE 01, .' -0.5944 01 FIGURE 11-2. COMBINATIONAL Z5RUN 24
RMCE - * N00 O03 TOM, 3.I964M7 CAROLER

,. -u. 110be: U3

:u~ L72'5DE 03
-u.11911E 03

-0.IIV0V5,E 0.4
nv0E1 -"U. IIIE 03
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INPUT FIRST CARD 00118CR

I I I 0.34674CC 00
I I a 0.249430E 00

II3 0.255410C 00
I I 4 V.14590C 00

2 I I 0.1 7800EC 00
2 2 0. 194960E 40

I1 0.2 00320E 0 0
c: 1 4 0.113240E CC

I I I , t13E0

3 3 I.SE 
0

4 I :049E0
4 1I 917E0

4 1I .a ?E 0
4 I 4 ou: ,0av u

IhPUI SfCWID CARD "PRER

I. 1 0 035553VC 00
aa I 0.385000E 00LII 3 0 .400 00CC 00

I d 4 0.427440 00, a I 0. 19175CC C00
a 2 a 0 .1866 30E CC

2 a 0.ODuE ut)
d2 4 0.1774208 00

42 2 0.9340E 00

2 3 0. E0C 00
Z 4 U.2444.0CE 00

a a :'bOE0

4 e. 430.412WE00

I. I J4 I MEMn' a439)'9E 00
I- e 4 E~ . 1104 .1830E 00

I * 4 * MERM 0.43410 00

1 - I * I 0.557a5C-00

P* I 0 HE 4 -0. 391993E- 00
P * 2 a 3 8.395DE0 0

4 1 2 ME 2 .4"l4318-00

P 1 0 - 3 -v.o3474-0l
P. a 0. 4 -O.j O8887F-*l
P, d 3 0 u ... 3I39C0

F, a 4 a u. 5 3 .98 4 00Q
PS 3 0..3 4U4 0.60

4 a 0-4 1888078F1

40. 16303bE 00

p1 -V. -. 38USE

P .1104 ,0t j .I"1,7 l
-p4104 '0I2 O4 -.82IE
D .00 -u.?4148ze. v u ,'- -.01OE0

0.1205028 Os

I. - 4 II - 4

LINE,,0 lLI IIIFOIE FutiCCIOS

kmE 5 * A MOD SO5)1%. lKll TONE, 3.10641*11 CSOtER

:u . 1977,51 Us
u -V. 12*OV 3E.v

-U.Id4.vE --

-v.lsv sE u
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INiPUT FIRST CARD .P

I I I 0.390490E 00
I - 0. 054P0 00

1 1 3 0.34o,6500 00
1 1 4 U.290S00E 00

I 0.183840E 00
o 2 0.184780E of
a i 0.228610E o0

d 1 4 0.034000F 00
I 0.2680E 00
d U .24 #540k o0

3 1 3 0,408360E 00
3 1 4 0.390O000 00
4 1 1 0.4985200 00
4 £ 0. 3934300 00
4 U .6~v
4 14 0. 7443500 ri

I 1%? SEOND CARD ?&JMDER

1 0 0 urso vuo
I d 'I u:19Z7500 00
1 2 0.lr'OOo 00

I d 4 0.179940E 00
a I 0:.137830E 00

a: 3 0:l'S28t or,
a0 4 0.1031 o 0
d 1 0 0.30030E 00

4s 0 .159000 i

4~£ 1 nO1-9 0.05550

a j Ia Mfl~ u.329335E00
I*4 J * MEAN4 U 0.t83000 Or

ia d Ja MEflAN 03a2Eo
I1 3 a MENO 0.2365 .
1 4 J * MENO1a 0.135477E 00

P * I C0.8383E-va-
P *£0 a -.).5911729-03
P a 2b 0059?£0-03
Pa 1 4 0: 59ot4 -02
P * 0 a I v5£700

v a i 0 o33b8UE-00
0 3 .-. 4893E-02

P*a 0 *4 0.170841E-01
P ) 0 1 0.ati59-710-v3

a 3 a a u.6748930-oa
P a3 0 *3 0-004a56E-01
P ' 3 0, 4 0 5401660-vI

pa 4 0 a 4 50~EU

U.oP 0 4 #04 .441EO

D35stt 00oD , D .9a4E0

L'bOR v b v L E
V..1blv chL7 ro FIUE 1-. CMIAINL Z

A' nCE 6 a AN * W 1340£04. T00U ON 3.106464i C CARRIER
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INPUT FIRST CARD NUMBER

I I 0.390490E 00
I I a 0.E70540E 00

I 3 0.346b 60 00
1 1 4 0.292500E 00
' 1 I 0.183840E 00
2 1 2 0.184780E0 00
2 1 3 0.228610E 00
2 1 4 0.2034000E 00

I 1 0.268840E 00
, 1 I 0.249540E 00

1I 3 0.408360E 00
3 1 4 0.390600E 00
4 I 1 0.49050E 00
4 I a 0.393430E 00
4 1 3 0.876980E 00
4 1 4 0.744350E 00
INPUT SECOID CARD tUKR

S 0.355530E 00

d a , 0.385000E 00
I ,0 3 0.400000E 00
1 2 4 0.427440E 00
a a 0 0.91750E 00
k 0 O.18b6300 00
a 2 3 0.180000E 00
& Z: 4 0.1?74 0E 00
3 a I 0.293430E 0
3 0 2 O.,7902OE 0
3 2 3 0.60000E 0
3 4 4 .44460E 0
4 0 a 0.561320E 0
4 a a 0.52"40E 00
4 0 3 0.470000E 0
4 Z: 4 0. 420480 O00

* 1.1 1REM- .325545E 00
2 0 - I MEAN - 0.00707 00

1 3 J I o r,0A 0.3.9335E 00
1 4 J - I MEA - O.b830 00

I I J - 0 EA - 0.391993f 00
1 0 j 0 REM - 0.183950 00
1 3 J -a. 0 EM 0..689780 00
1 4 J 2 0 N1 - 0.4941100 00

S(p.0)
P I 1 0 - I 0.11.6380-01
P - 1 0 - 0 -0.132874E-0
P - 1 0 - 3 -0. V9500-o0
P - 1 0 - 4 -0.329600E-04
P 0 0 1 I -O. 132874E-0
P 2 0 * 0 0.a34377E-02
P * 0 0 - 3 0.694 E-02
P ' 0 0 -4 0.179139E-01
P - 3 0 - I -0.19510E-0
P 1 3 0 * : .94.500-0
P * 3 0 * 3 0.213866E-01
p - 3 0 - 4 0.572954-01

P - 4 0 - 1 -0.329, 00i-04
P * 4 0 Z 0 1. 79139 -0 1
P * 4 U * 3 0.57-9540-0

I 
PI 4 _ U 4 0. I5576, U01.0DI " 0.664475-00 D" - 0. 3857 0-Q

I

D3 - 0.b03575E-0 D4 - 0.134210E 00

f ~ I LAMBDA V.4.UES
b U.,1395349503E 01 1

6. 4,"0)1059?77 03 0

V 0LI1 ER DISCRIINIATE FUNCTIONS$

ACE n . 6 * AY ND0 100. l1I4 TO, .1864WHI CAkIEI
u '3155At uc
v:237831E 00
u . '37348L UL
)."9582E v& FIGURE 11-2. COMBINATIONAL Z5

RUN 27

Fm I AM WD44hD 1001, OI 10 ! M, "464M1 CORMED
v 23a1791E 00
u. e O'IE 00
Q.,25 014E Q3
u.008445E v2

YVERAE 0.1339430 0a
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IUPJT FIRST CARD "csm

I I 0,Z2aooo 00
1 2 a .3927501 00

I 3 0.1876001 00
31 4 , 19940E 00
a i 0.33)7930E 00

2 1 a 0.131630E 00
4 0.123190E 00

3 1 3 0.13630E 00
a 1 a 0.028250 00
3 3 3 0.3199ooc 00
3 1 4 0.110720E 0o
4 3 3 0.1597005E 00
4 1 a Oa1391gCq 004 3 3 0.12600 00
4 1 4 0.14aZDE 00

:a
1 2 1 0353f0
a a a ' 3 5 0 0 00
I a 3 0.1800000E 00
12 4 0.177410( 00

3 2 1 0. A93430 00
e a z 0. i80201 00
3 23 0. 19000K00 0

3 2 4 0172E0
3 2 1 0.294320 00
4 a a 0.2440 00

33 2 4 0.46K0

1. £ .1 0.61-o 0.0520
3 a .i. 444t 0.021

P 4 0.20 000

P*3 J I Wj -0.4925E3
4 -t a IW -. 0354700

P J 2 Q A - 0. 103"40 Of100
* J o "m a 0.2 Weln-00
4 J a A HE - 0.4411G-o00
1 a 0: k"0 OE534-02jP. 3 Ia- a -. 634929E-03

P. a .3 -0. 36Xf-0
Oh * - 4 -0..t0376(C-O.
P a 9- a -. 13440-03
J. a . a 0.493499-03A P - - 3 0.4"C103
it a . 4 0.3349-.0
3o* -. 040 00 -0. - 38-.3251

3 a -. 323 0 0497* -0234310

*0aI-0a90.153441E-0

40 9 330.940376E.03

C 4 fl 4 .248f

0.500501"? 0
U!0.65187G 03
0.&973501 03 4

C - 4 h - 054310

'I~L~E. FIGUREMW 112. COTBNAIOAL Z
t ~ ~ ~ ~ ~ ~ ~ K A Fmcr * v tel * u 00. 01IOa 3.1064mi CRER RN2

0.13034E 03
0.34407"E 03

. b 0.3 0543 03
0.713096 03

AVERAGE - 0 .356251E 03

0.145543E 03 00010
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IgWlUT FIRST CARD MUMNER

I I A 0.321450E 00
I 1 2 0.364090E 00
t 1 3 0.3908301 00
1 3 4 0.335060E 00
a I I 0.106880E 00
a I a 0.189601 a0
2 3 3 0.3965901 00
2 1 4 O.0423300 00
a I I 0.470640E 00
a 1 11 0.0831901 Of
a 1 3 0.317340E 00
3 1 4 0.445450t 00
4 1 3 0.4770401 00
4 1a 0.307401 00

4 a 3 0.384801 00

a a a 0.38890 00
a a 0.39100
a a 4 0.043300E00

a a 0. 033901 0.

2 3 -0.9459DE 1-0
Z 0.042116301

4
b

a 3a-0.3009641OE00
p a o*a 0. 03190 u 1-
P a 3 0.31 30 O -0
3 2 4 0.445 06 0
4 a I 3 -0.0440591-0

P a 3 u.53* a 004 310
4 Z. 3 0. 4 I~k 003000
4 2 0. -0.0076301-0

"a -4 .339100
I* 4 0. 3 EA 0.03635E 00
IP- 4 0- I4EA 0.84087100

I1 - a .000 00 00 i EA 0.5E00 01 0
I0-3 j 0.00 00 0AM - 0.321S 000010

I.O-ouooo-oroc 0 0.6nK0

0.00000.000001 00
0.00024000501c002

0.000008088001 00

0 4 4.33269E-4

OC Oi 0 3 0:384018E 10330
P030000: 400E0

4.00001 00 ,0P.00400 FIUR 11-2."O C00NTINL
PVOO 4 0.4 00001'01 00

Li O.NCEOD 00 U3.C.tOSkOi1300
0.0000 00oOO oD4 OOOOc0

.0000000OOO 00
OvJOu0000O1 00 z
0.0000000E 00 3

'O.01 *0.0000006D00

4- h
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Section 12

CONCLUSIONS AND RECOMMENDATIONS

12.1 CONCLUSIONS

The basic question to be answered in the study was: to determine
if Q distribution curves generated from BEM measurements were
adequate for the discrimination and identification of
interfering signal types, assuming that the BEM equipment was
modified only to the extent of using a set of countdown ratios,
as contrasted to one ratio in the original equipment.

Based on the analysis and results of the present study, it is
concluded that the method is indeed a usable procedure for those
signals which truely have a different probability distribution,
and the method is essentially independent of power level. The
results given in Sections 10 and 11 show this to be true even in
signals whose ditributions are quite close together. Although
signals with noise AM and noise FM were not tested, preliminary
analysis has shown that signals of that type could be
distinguished from each other and from those tested.

The question of the number of countdown ratios required for

discrimination was studied and extensive runs were made. It was
found that 5 ratios were adequate for achieving the present
results, and that additional countdown ratios did not add to the
accuracy of representation of the Q distribution junction.

Both collocation and least squares methods were investigated for
curve fitting purposes as approximations to the general Charlier

4 I procedure. It was concluded that discrimination capability
would not be improved by the general approach, but that the
least squares was significantly better than collocation with
respect to smoothing capability, as documented by a number of
runs. In addition, least squares permitted the use of
additional measured data without increasing the order of the
equation. Many runs with the data taken determined that a
polynomial of degree four, using five measured data values gave
the best overall fit. This met the criteria to keep the number
of data points required as small as possible, consistent with
discrimination capability.

The approach of considering inequality bounds on the slope of
the curve using spline methods would be useful in further
development work.

PRMEDING PAG, BL N4-OT Fivlb
137

V'



Numerous trials showed that linear discriminates were adequate
for discrimination by the Q distribution curves considered which
were repeatably different. Additional investigation into the
use of nonlinear procedures would be useful in further develop-
ment work which involved additional, more complex signal types.

It is concluded that a proof of principle has been clearly
established and that the method of approach developed in the
present study is adequate for the solution of the proposed
problem, with the following exceptions. The Q distribution
alone, based on averaging type measurements will not
discriminate those signals which are:

1. Pulsed rapidly, compared with the measurement time when
compared with the parent signals.

2. Essentially the same jistribution as another signal,
except for nonrepeatable noise.

3. Not stable and repeat able over the measurement time.

It is concluded that, although proof of principle has been
established, the methods developed in the present report could
be profitably supplemented by additional study. Topics of
interest would be:

1. Detailed analysis of the basic error rate equations to
determine needed corrections, sensitivity, and effect of
signal correlations.

2. Analysis of more powerful curve fitting methods, such as
Chebyshev and spline functions with inequality limits.

3. Additional analysis of methods for incorporating BER data
into the solution, in addition to those of Sections 10 and
11 of this report.

4. Sensitivity analysis of analytical expressions for a set
of practical signal types to determine the theoretical
capability of the discrimination methods developed in this
study.

5. Detailed study of nonlinear discriminations methods,
should the results of Item 4 above indicate such an
approach would be profitable.

.1
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12.2 RECOMMENDATIONS

12.2.1 Simultaneous Measurements

During the course of interference testing on the Baseband Eye
Monitor, it was found that the amount of time required for the
dispersion voltage to change and settle to a final value was
quite long. This was particularly true when going from a state
of no interference to a state of relatively high interference.
For example, consider a systemi operating normally with a bit
error rate of 10-12 or less, then suddenly adding an inter-
ference level that would introduce a bit error rate of 10-6.
The time required for the dispersion voltage to settle at its
new final value would be in the order of one minute when the
countdown ratio is 9216. As the countdown ratio'is decreased,
the time required is less due to the change in the time constant
of the pseudo error rate loop.

If a sinqle 3EM 'w]it were used to make dispersion measurements
by changino tue countdown ratio (say 5 times), the interference
signal may well be gone before a valid set of dispersion data
could be obtained.

For this reason it is recommended that five separate measure-
ments be made simultaneously from a single BEM unit. Naturally,
this means incorporating much more electronics than exists in
the present BEM unit. However, for practical application in the
field, the use of simultaneous measurements is the only method
to accurately discriminate and identify interference types.

12.2.2 Hits Counter

The use of dispersion voltage to detect the presence of pulsed
interference types is not prat.:t.ical due to the long time
constant associated with the pseudo error rente loop. However,
the hits counter adds another iimension of detection and
discrimination capability. Icne scope of this study program did
not permit sufficient time and effort necessary to evaluate the

'i use of the hit counter as a F ilsed interference detection
'I mechanism. However, it is recommended that follow-on study of

this capability be explored in order to take full advantage of
the detection capability of the BEM.

12.2.3 Future Study

The analysis performed during this study progiam provided a much
better understanding of the s.etistical tools needed to discrim-
inate and identify interference signal types other than Gaussian
discribution, upon which the criginal BEM equipment was BASED.
While the basic proof of principle has been established in this
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report, the study effort also provided an insight to further
methods that should be explored for future studies to further
enhance the work already performed in signal discrimination and
identification. A list of recommended future study objectives
is shown below:

1. The analysis of more powerful curve fitting methods, such
as Chebyshev and SPLINE functions with inequality limits.

2. Detailed analysis of the basic error rate equations to
determine needed corrections, sensitivity, and effect of
signal correlations.

3. Additional analysis of methods for incorporating BER data
into the solution, in addition to those of Sections 10 and
11 of this report.

4. Sensitivity analysis of analytical expression for a set of
practical signal types to determine the theoretical
capability of the discrimination methods developed in this
study.

5. The use of nonlinear procedures for more complex signal
types, should the results of item 4 above indicate that
such an approach would be profitable.

12.2.4 Optimum Countdown Ratios

Based on the analytical results and raw data obtained during
this study program, five countdown ratios were selected to
provide the optimal signal discrimination and identification
capability. The countdown ratios are 9216, 2304, 1192, 288 and
36. Further studies may prove that the above countdown ratios
should be changed to further optimize discrimination results,
however, this is the best information available at this time.

I1
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APPENDIX A

STRUCTURED PROGRAM DOCUMENTATION FOR THE
GENERATION OF THE DATA BASE

A-t

A-i

£r



0280-45

A-O.O A-3.0 SERVICE ROUTINES

A-3.1 FILLA-FILL ARRAY 'A'

LF MAIN

A-1.0
SOLVE SIMULATENED US

EQUATIONS

SOLVE

A-2.0

Z FORM X

DISCRIMINATE

Z FORM

FIGURE A-i. HEIRARCHY CHART FOR THE
GENERATION OF THE DATA BASE
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A-0.0 LFMAIN

A-0.0-a Program Description

The main program compares the K, M(2), M(3), and M(4), from two
selected signal types and calculates the Z values and the Z
average for each selected combination. In doing so it first
calculates the mean for each set of moments, writes the means to
the terminal, calculates the S coefficients for each
simultaneous equation, calculates the D values, (The right hand
side of the equations), solves the simultaneous equations for
the corresponding Lamba values, and computes the Z values for
each item in the sample. These Z values and the average Z will
be used as comparison* data to discriminate between known
interference signals and unknown data. The Z information is
derived as follows:

Z1 = Xll K/10 + X12 M(2) + X13 M(3) + X14 M(4)

z 4 X41 K/1O + X42 M(2) + X43 M(3) + X44 M(4)

A
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A-0.O-b. HIPO for Main Program LFINAIN
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A-1.0-c PDL FDR Subroutine LFMAIN

FILL ARRAY 'A' WITH THE MOMENTS FOR THE TWO CASES TO BE EXAMINED

L = I

DO UNTIL L = 2

MI = 1

DO UNTIL M1 = N

X = 0.0

N3 = 1

DO UNTIL N3 = NUM

t SUM THE ELEMENTS ON A ROW

ENDOO

FILL ARRAY 'MEAN' WITH THE ACCUMULATED SUM

DIVIDE EACH ELEMENT OF 'MEAN' WITH NUM TO OBTAIN THE MEAN
OF THE ROW

ENDOO

ENDOO

J- 1

I DO UNTIL J = 2

DO UNTIL I NUM

OUTPUT THE MEAN TO THE TERMINAL

I'! ENDDO

ENDDO

P= 1

SDO UNTIL P =N

Q=1

A-5
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DO UNTIL Q= N

x =0.0

I=1

DO UNTIL I = 2

3= 1

DO UNTIL J = NUM

COMPUTE X EQUAL TO THE S COEFFICIENT OF THE
SIMULTANEOUS. EQUATION.

ENDOO

ENDDO

FILL THE 'S' ARRAY WITH THE COMPUTED S COEFFICIENTS

ENDOO

ENDO0

P=1

DO UNTIL P = N

Q=1

DO UNTIL Q = N
:4

FILL THE 'AS' ARRAY WITH THE DOUBLE S COEFFICIENTS

"1ENDO

ENDOO

COMPUTE Dl AND D2

IF N 4

COMPUTE D3 AND D4

ENDIF

FILL THE 'AS' ARRAY WITH D1 THROUGH D4

OUTPUT Dl THROUGH D4 TO THE TERMINAL

A-6
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CALL SOLVE TO SOLVE THE SIMULTANEOUS EQUATIONS

STOP

END

A.1-1.0

A.l-l.0.a Program Description for Program SGHDD

This program runs off-line on the Honeywell Computer Network,
(HCN) and is written in Fortran to establish the required data
base from the measured BEM data given in Section 2. Reference
should be made to paragraph 9.3.2 for a discussion of the
algorithms used. With the programs of Section 7, a' set of
moments and a K value (see Section 5) the Z value may be
computed for each selected signal type and each power level.
The data base may be represented as in Figure 9-4. With these
inputs to this program, a data base of constants can be
established for each of the 28 possible signal combinations by
exersizing this program. The output yield 4 lambda value, 4 Z
values and an average Z value for each signal. These constants
will be used in the operational program to make comparisons to
an unknown signal BEM data. The operation of the off-line
program is discussed in Section 10, paragraphs 10.1.1 and
10.1.2.

A.l-l.0-c PDL for Program SGHDD

I=1

DO UNTIL I = 4

INPUT VALUE INTO ARRAY 'IN

ENDDO

'-' I
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A-2.0-a Program Description

Subroutine ZFORM computes the table of Z values and the average
Z from the Lambda Array and the K/10, 2ND, 3RD, and 4th moments
as follows:

Z1 = Xl K + X12 M(2) + 13 M(3) + 14 M(4)
10

ZN = XN K KNZ M(2) + XN3 M(3) + XN4 M(4)
10

These Z values will be used in the discriminating process and
are derived off line for the 28 combinations of the 8 signal
types.

A-2.0-b PDL FOR SUBROUTINE ZFORM

OUTPUT HEADER TO TERMINAL

I = I

DO UNTIL I = 2

P= I

SUM = 0.0

COMPUTER FIRST TWO TERMS OF THE Z DISCRIMINATE

IF N = 4

COMPUTE 3RD AND 4TH COMPONENT OF Z DISCRIMINATE

ENDIF

i: COMPUTE Z DISCRIMINATE SUMS
'It

OUTPUT SUMS TO TERMINAL

!  P- P+ 1

COMPUTE AVERAGE Z DISCRIMINATE

OUTPUT AVERAGE Z DISCRIMINATE TO TERMINAL

ENDDO

RETURN

END

A-8
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DO UNTIL I = 28

Z VALUE = 0.0

J= 1

DO UNTIL J = 4

COMPUTE Z VALUE AS FOLLOWS: Z VALUE = LAMBDA (J,I)*IN(J)
OUTPUT LAMBDA VALUE FOR Z PARTIAL SUM TO THE LISTING

ENDDO

PUT COMPUTED Z VALUE INTO ARRAY 'ZT'

OUTPUT ARRAY ZT TO THE LISTING

ENDDO

I=1

DO UNTIL I = 28

MAKE EVERY 2ND ITEM OF A Z ITEM PAIR EQUAL TO THE COMPUTED Z

ENDDO

I=1

DO UNTIL I = 56 STARTING AT 2 AND VARYING BY 2

MAKE EVERY 1ST ITEM OF A 2 ITEM PAIR EQUAL TO THE COMPUTED Z

ENDDO

DO UNTIL 1= 56

OUTPUT EACH ELEMENT OF ARRAY 'ZTI' TO THE TERMINAL

ENDDO

INPUT THE SELECTED Z LIST TO BE USED FOR COMPARISON

A' DO UNTIL 1= 56

A-9
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A-2.O-b. HIPO for Subroutine Z Form
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A.l-l.O-b HIPO for Subroutine Signal -
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A.1-1.O-b HIPO for Subroutine SGHDD (continued)
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GENERATE AN ABSOLUTE DIFFERENCE ARRAY WHICH IS THE DIFFERENCE

OUTPUT THE DIFFERENCE ARRAY TO THE TERMINAL

ENDDO

SET XMIN EQUAL TO THE 1ST VALUE IN THE DIFFERENCE ARRAY

I=1

DO UNTIL I = 56

FIND THE MINIMUM VALUE IN THE DIFFERENCE ARRAY AND SET XMIN

EQAUL TO IT

FORM A POINTER TO THE MINIMUM VALUE

ENDDO

OUTPUT THE MINIMUM VALUE AND THE POINTER TO THE TERMINAL

REQUEST A CONFIDENCE VALUE

INPUT THE CONFIDENCE VALUE AS A PERCENTAGE

DETERMINE PCENT EQUAL TO A PERCENTAGE OF THE MINIMUM DIFFERENCE
PLUS THE MINIMUM DIFFERENCE. (ESTABLISH A BANDPASS)

I=1

DO UNTIL I = 56

JSAVE(I) - 0

FOR EACH VALUE IN THE DIFFERENCE ARRAY WHICH FALLS WITHIN THE
BANDPASS ESTABLISHED BY THE CONFIDENCE VALUE, MAKE A

CORRESPONDING ENTRY IN ARRAY JSAVE

ENDDO

PRINT THE HEADER

FOR EACH ENTRY IN ARRAY JSAVE, PRINT THE CORRESPONDING SIGNAL
i TYPE

STOP

END
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APPENDIX B

STRUCTURED PROGRAM DOCUMENTATION FOR THE SOLUTION
BY THE COLLOCATION METHOD

IB

,I'
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0250-47

B-0.0

LEAST
SQUARES
METHOD

B-1.0

IMPLEMENT
MAIN
SGHSO1

B-2.0

SOLVE SIMULTALEOUS
EQUATIONS
SGHSV6

B-3.0

DETERMINE
ROOT
SGHRT6 B-7.0

CALCULATE
0

B-4.0SGHJY6

COMPUTE

0
SGHBE6

B-5.0

COMPUTE
MOMENTS
SGHMOM,

B-6.0

DISCRIMINATE
SIGNAL
SGHDIS

FIGURE B.I. HIERARCHY CHART FOR THE SOLUTION
BY THE COLOCATION METHOD
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THI1S P;OGPAM PERFORMS A CUvVE FITTING PPorEFOIIRF
USING ACCIIILATFot VISPEkSION OATA ANO UTILIZ11NG
THE COLLDCATlO^, lheO. THE INP'lT uATA REQUIRED
IS AS FflLLve.i

1.* NU-r.ER OF C00hT DU,4- FACTORS
2. 1'v. COUNT 0OO~h FACTORS
3. THE %4EASUPF) OISPEPSION.S

THE OUTPUT CuNSISTS OIF DATA FOINrS wH!OSf PLOT REFPRESENTS
THE CfnhPLEmFtNTRY flISTRIBUTIONv FUNJCTION AGAINST A NORMALIZED
RANDOM VAPIAbLE 6140SE ' AHIANI'E IS ONE.

THIS SUR"OfUTJ'4E REAnS THE INPUT VALUES A-0 CONSTRUJCTS AN ARRAY 'A@
CnMPIJst0 OF THE COEFFICItNTS OF wEQ~UATIONS OF THE N TH ORDER.
!T IS THESE tQUATTIJNS istiICh ARE SOLVED FOP TtiE NORMALIZED

CO.MPLEMENTARY OISTkTBUIION AY SUcSEOUENT SIRROOTINES.

THL LOUATIONS APE ARRT'%i AT AS FOLLU4S:
THE PStUO) ERROR RAT IUN IS DEFINED AS
P=U(A*0))tO(O)# AHERE 0 le FOUR TIMES THE PSEUDO ERROR RATE # OR COUNT
DOAM~ FACTO~, A,.vO A IS ". ANOlvN PARAMETER NHICH IS PROVIDE BY 8CM
MEASuPLMENIS FoR EACH SELECTED P.

USIN, THE APPROXL'vATION
G(Z)=.Sta*Ztb*Z**2c**3+,JA7**&, FOk N-.4 CASE,

IN TilE PSEUDu ERROR HATE FOUA lION GIVES THE FOLLOWING

P-1=8(A*U) tha(AaD)**?+**(A*D)*. , (A*O)**J

SINCE A ::Ido vHERE e:(SAEASURED DISPERSION)/11.05, AND, d=0.9,
THEN A =(MEASUREU DISPERSION)/9.94J5.

OEFIN'ING G=P-1, THE EQ3UATIONS EVALUATED AT '4 POINTS ARE
G1:a(Al~d)thb.A1*U)**2+c(A1*O))**3+d(A1*D))

* PLUS ThREE OTHER SIMILAR EQUATIONS EVALUATED AT THE OTHER SELECTED
POINTS, A?,A3,A4J AND) G2,G3#G4.

ThEN LET TriE NEI% UNKN~OWNS t,uov,w t3F INTRODUCED) BY THE RELATIONS

oDa*2=u

THEN Su8STITUTIOv IN~TO THE G EQUATIONS GIVES
G1=(A!+l)t+(Alt*+)u+(Al**3+1)v+(A**J+i)w
12(A2+)t+(A2**2.I )u.(A**3+1)vt(A2**MtI)w
3=A3+1 )tt(A3**2tl )us(A3**3+1 )v4(A3**q+l 3w
G. .+1)tt(A4*2+1)u(A**3+)v+(A4*aL41)w

HICm APE FOUR LINEAR EQUATIONS FOR iHE FOUJR IJNK:iOdNS T,U#V,Ih
DETERINUED 8) THE KNUwi VALUES GlpG2oG3,LJ,A1,A2vA3,A4

B3-0.0. LEAST SQUARES METHOD, ROUTINE SGHDF6

B-O.O-a. Program Description
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B-O.O-b HIPO for Solution by the Collat~ion Method
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B-0.0-b HIPO for Solution by the Collation Method (Continued)
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B-1.0-c PDL for Program SGHDF6

ASK FOR THE NUMBER OF COUNT DOWN FACTORS

INPUT THE NUMBER (N)

I=l

DO UNIT I=N

INPUT THE DESIRED COUNT DOWN FACTORS INTO ARRAY 'CDF'

PERFORM A DOUBLE PRECISION FLOAT OF ARRAY 'CDFA INTO ARRAY
'A' COLUMN N+I

ENDDO

I=l

DO UNTIL I=N

DUPLICATE ARRAY 'A' INTO ARRAY F'

ENDDO

ASK FOR THE INPUT OF THE MEASRED DISPERSIONS

I=l

DO UNTIL I=N
I INPUT THE MEASURED DISPERSIONS INTO ARRAYS 'M' AND 'M'

"I ENDDO

i ' DEVELOP ARRAY 'A' TO CONTAIN T E COEFFICIENTS OF THE G EQUATIONS

I' DO UNTIL I=N

I

A (I,N+l) = 4.0/ACI,N+l) - 1.0

ENDDO

I"I '"/ J=l

u, V, • , • • um uu~ mnu,_ . uuun nm m • • •m n



DO UNTIL J=N

I=1

DO UNTIL I=N

CASE ENTRY (J)

CASE 1

M(I) = M(I)/9.945
A(I,J) = M(I)+I.0

CASE 2

A(IJ) = M(I)**2+1.0

CASE 3

A(I,J) = M(I)** 3+1.0

CASE 4

A(IJ) = M(I)** 4+1.0

ENDCASE

IF N=4
EXITDO

ENDIF
IF J=5

A(I,J) = M(I)** 5+1.0

ENDIF
IF J =6

A(I,J) = M(I)** 6+1.0
ENDIF

ENDO

ENDDO

iACQUIRE DATE AND TIME

WRITE DATE AND TIME ON LINE PRINTER

WRITE N ON THE LINE PRINTER

B-7
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DO UNTIL I = N

WRITE THE COUNT DOWN FACTORS ON THE LINE PRINTER

ENDDO

I=l

DO UNTIL I=N

WRITE THE MEASURED DISPERSIONS ON THE LINE PRINTER

ENDDO

DO UNTIL I=N+1

J=

DO UNTIL J=N

WRITE THE "A' ARRAY ON THE LINE PRINTER

ENDDO

ENDDO

CALL SGHSV6 TO SOLVE THE SIMULTANEOUS EQUATIONS ON RETURBA, END

B-8
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B-3.0 DETERMINE ROOT, SUBROUTINE SGHRT6

B-3.0.a Program Description

This program finds the root of a polonomial equation in two
steps which are as follows:

1. Isolates the root by a stepwise search between two num-
bers, specified by the root inteval.

2. Improves the root to a pre-specified accuracy by a Newton
iteration procedure.

The test value accuracy is specified by variable Tl, and K is
the distance on the Z nondimensional axis to wheke Q is reduced
to 0.01.

B-
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B-4.0 COMPUTE Q, SUBROUTINE SGHBE6

B-4.0-a Program Description

This program calculates values of the complimentary distribution
function of a normalized random variaLle. The nondimensional
random variable X is incremented by a step function from 0.0 to
0.5 by an increment of 0.01. The complimentary distribution
function is printed out on the line printer for each value of X.
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B-4.O-b HIPO for Subroutine SGHBE6
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B-4.O-c PDL for Subroutine SGHBE6

Write header on line printer

K= 0

Do until K=SO

V =K/10
Call SGHVY6 to calculate Q

ENDDOf Call SGHMON to compute the moments

VIP

B-1 2



B-5.0 COMPUTE MOMENTS SUBROUTINE SGHMOM

B-5.O-a rv,,o~ran Description

TH~IS 3i;4,<tuTI-NL IS PART (IF THE Fi-' DISPER~SION ANALYSIS,
l''~EI- LF-kST SQUARES FIT -YETHorl. It CotvPUTES THE MOMENTS

uF F)(l)r ThE Ce' PL.vEOIRY PP0O3ABILITY DISTRIBUT'ION
Pu;I1~",AS A FWfrCTIOk~ OF THE NUR-:vALIZF) UISPEtRSION

THIqS ~ 'J04FlmS LT:( AR ANvD 'ONLI.%EAP ATq
t ELsOGITI Ti'..Flir Ii.UES. I H AS 6EEN COrJCLUDE0 THAT THE
USE IF Li\tA' LIbCklP tI'4AlFS vy0uLD SUIFFICE FOR SIbNAL
Ic'F.N1I-t 1CAIL4. THE DISC.PI"1NATE vHIC'1 ov4S SELECTED)%A~S To't *10-,0S GF THE Q(Z) CURVES.

1 Ht i-),-Fq Ad S vIEF It,,Eu lil:
T I ITFGR;AL LIF Z*(! )oz EVELLJATEO FROM 0 In IlqFINITY

v0) rrEt;tL OF ((Z-,Y-**K)*W(Z)dz FOP K:1,?o,3,..
EVALJ41E )rt"0 TO IN4FI ITY.

r, B-i13
if

it f

'I 7



B-5.O-c HIPO for Subroutine SGHMOM

4J

ot

~E-

*d E4E-

w U)

CI)

0E-

w Z
C14

4J 41 43 1 In 0
~ 0 J 0 43 0~ 4J 4J 4J

'a 5 2 5 c E r. g o 0
* ' 0 0) 0 0 0 0 0 0E-

0 0 0 0 0o 0

w r.) (I 0N 0
-4 41 N 'a m~ to to .0
CUU) r. N N 43

0 -A a) N 0) cnm q 0
4) 4-3 43 4.) 4P
0 43 0 43 43 43 43

43 J -H .4 -14 E-4o :3 0 N 0 W 0 N4 N H
U0 U 4U 4U 4040

.-. 4 (j 1 4 VA '0 C U

44

0

B-1 4it



B-6.0 DISCRIMINATE SIGNAL, SUBROUTINE SGHDIS

B-6.0-a Program Description

This program discriminates between an unknown signal and one of
the eight signal types studied. This is done by determining a z
value for the unknown signal by multiplying the computed K,
M(2), M(3), and M(4) by each set of lambda values and deter-
mining the computation which most closely matches one of the
eight known signal types studied. A confidence value is input
to establish a band pass for comparison purposes. The value is
expressed as a percentage. A 10 percent confidence would be
input as 110.. The decimal point is required.

B11
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B-6.O-b HIPO for Subroutine SGHDIS
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B-6.O-b.1 HiPO for Subroutine SCHDIS (Continued)
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B-6.0-c PDL for Subroutine SGHDIS

1=1

DO UNTIL I=4

INPUT VALUE INTO ARRAY 'IN

ENDDO

1=l

DO UNTIL I=28

Z VALUE = 0.0

J=l

DO UNTIL J=4

COMPUTE Z VALUE AS FOLLOWS: Z VALUE - LAMBDA (J,I)*IN(J)

OUTPUT LAMBDA VALUE AND PARTIAL SUM TO THE LISTING

ENDDO

PUT COMPUTER Z VALUE INTO ARRAY 'ZT'

OUTPUT ARRAY ZT TO THE LISTING

ENDDO

1=

DO UNTIL 1=28

MAKE EVERY 2ND ITEM OF A Z ITEM PAIR EQUAL TO THE COMPUTED Z

ENDDO

J I=It
i ° =1

y DO UNTIL I = 56 STARTING AT 2 ND VARYING BY 2

£ MAKE EVERY iST ITEM OF A 2 ITEM PAIR EQUAL TO THE COMPUTED Z

ENDDO

B-18
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DO UNTIL 1=56

OUTPUT EACH ELEMENT OF ARRAY 'ZTI' T-01 THE TERMINAL

ENDDO

INPUT THE SELECTED Z LIST TO BE USED FOR COMPARISON

1=1

DO UNTIL I=36

GENERATE A ABSOLUTE DIFFERENCE ARRAY WHICH IS THE DIFFERENCE
OUTPUT THE DIFFERENCE ARRAY T0 THE TERMINAL

ENDDO

SET XMIN EQUAL TO THE 1ST VALUE IN THE DIFFERENCE ARRAY

DO UNTIL I=56

FIND THE MINIMUM VALUE IN THE DIFFERENCE ARRAY AND SET XMIN
EQUAL TO IT

FORM A POINTER TO THE MINIMUM VALUE.

ENDDO

OUTPUT THE MINIMUM VALUE AND THE POINTER TO THE TERMINAL

REQUEST A CONFIDENCE VALUE

INPUT THE CONFIDENCE VALUE AS A PERCENTAGE

DETERMINE PCENT EQUAL TO A PERCENTAGE OF THE MINIMUM DIFFERENCE

i, PLUS THE MINIMUM DIFFERENCE (ESTABLISH A BANDPASS)

'' DO UNTIL I=56
Iv

JSAVE(I) =0
FOR EACH VALUE IN THE DIFFERENCE ARRAY WHICH FALLS WITH THE

BANDPASS ESTABLISHED BY THE CONFIDENCE VALUE, MAKE A
CORRESPONDING ENTRY IN ARRAY JSAVE

B-19
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ENDDO

PRINT THE HEADER

FOR EACH - ENTRY IN ARRAY JSAVE, PRINT THE CORRESPONDING SIGNAL
TYPE

STOP

END

IB'"2
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B-7.O-b HIPO for Subroutine SGHUY6
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B-7.0 CALCULATE Q, SUBROUTINE SGHVY6

B-7.0-a Program Description

This program computes a numerical value of Q

-I

''

L J
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B-7.0-c PDL for Subroutine SGHVY6

Q=0.0

DO UNTIL I=N

Q = Q+A(I,N+1)/D9**I*(V**I)

ENDDO

Q =0.5+ 0

RETURN
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APPENDIX C

STRUCTURED PROGRAM DOCUMENTATION FOR THE SOLUTION
BY THE LEAST SQUARES METHOD

III
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0280-46

-_ _C-OO

LEAST
SQUARES
METHOD

C-1.0

IMPLEMENT
MAIN
SGHS01

C-2.0

SOLVE SIMULTALEOUS
EQUATIOUS
SGHSV6

C-3.0

DETERMINE
ROOT
SGHRT6

C-7.0
CALCULATE

SGHVY6
C-4.0

COMPUTE0
SGHBE6

C-5 0

COMPUTE
MOMENTS
SGHMOM

C-6.0
DISCRIMINATE
SIGNAL
SGHDIS

* FIGURE C-i. HIERARCHY CHART FOR THE
SOLUTION BY THE LEAST SQUARES METHOD
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THIS PROGRAM PERF'ORMS A CURVE FITTING PROCEEDURE
USING ACCUA4ULATED DISPERSION DATA AND UTILIZING
THE LEAST SQUARES APPROXIMATION METHOD. THE INPUT DATA REQUIRED
IS AS FOLLOWS :

1. NUMBER OF COUNT DOWN FACTORS
2.THE ORDER OF THE EQUATION
3. THE COUNT DOWN FACTORS
4. THE MEASURED DISPERSIONS

THE OUTPUT CONSISTS OF DATA POINTS WHOSE PLOT REPRESENTS
THE COMPLEMENTRY DISTRIBUTION FUNCTION AGAINST A NORMALIZED
RANDOM VARIABLE WHOSE VARIANCE IS ONE.

THIS SUBROUTINE READS THE INPUT VALUES 4ND CONSTRUCTS AN ARRAY 'A$
COMPOSED OF THE COEFFICIENTS OF N EQUATIONS OF THE N TH ORDER.
IT IS THESE EQUATIONS OHICH ARE SlLVED FOR THE NORMALIZED
COMPLEMENTARY DISTRIBUTION BY SUBSEQUENT SUBROUTINES.

THE EQUATIONS ARE ARRIVED AT AS FOLLOWS :
THE PSEUDO ERROR RATE EQUATION IS DEFINED AS
PsQ(*D).Q(D)e WHERE P IS FOUR TIMES THE PSEUDO ERROR RATE r OR COUNT
DOWN FACTOR, AND A IS A KNOWN PARAMETER WHICH IS PROVIDE BY BEN
MEASUREMENTS FOR EACH SELECTED P.

USING THE APPROXIMATION
O(Z)Z.S+G*Z~h*Z**2 c*Z**3to-L**4 , FOR THE Na4 CASE*

IN THE PSEUDO ERROR RATE EQUATION GIVES THE FOLLOWING $

P-l13(A*D)tb*(A*D)**2 c*(A*D)**3 d*(A*D)**4

SINCE A ze/d* WHERE ex(MEASURED DISPERSION)/1I.OS. AND dmo0.9
THEN A x(MEASURED DISPERSION)/9.94S.

DEFINING GxP-l, THE EQUATIONS EVALUATED AT 4 POINTS ARE
GI:.(AI*D)4b(AI*D)**2+c(AI*D)**3td(AI*D)**4

PLUS THREE OTHER SIMILAR EQUATIONS EVALUATED AT THE OTHER SELECTED
POINTS# A2tA3#A AND G2#G3#G4.

t THEN LET THE NEW UNKNOWNS tfuv,w BE INTRODUCED BY THE RELATIONS I
aDxt

kbD**22u
cD**3xv

S 1 dD**2w
THEN SUBSTITUTION INTO THE G EQUATIONS GIVES

, GIS(AI I)t (AI**2 I)u+(Al**3 I)v (Al**4 1)w

G2=(A2+1)t (A2**2+)u+(A2**3I)v+(A2**4N1)w
* G3x(A3+1)t+(A3**2+1)u+(A3**3+1)v+(A3**4O1)w

G4(A4+1)t+(A**2+1)u+(A**3+l)v4(A4**4t1)w
WHICH ARE FOUR LINEAR EQUATIONS FOR THE FOUR UNKNOWNS t#44vuW
DETERMINED BY THE KNOWN VALUES G1,Gai43*G4*A1.A2vA3,A4

C-1.0 IMPLEMENT MAIN, PROGRAM SGHSQ1

C-1.0-a Program Description
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C-l.O-b HIPO for the Solution by the Least Squares Method
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C-1.O-b (Continued)

z

M~ 434

413
4 r. p >.

4J O W m
:$ 4J 4J (

00 U)-)4. w :

rq rq 0 ,

to a)p

Q1) -W 04 43

r.>

W H n

C40

44 -

403 0 .
00

0 H-

C) U)

4J) Z

o 4. W
U 4 00

0 4J 44 W 4-)(D0 a ) 0 .- £H

o0 ) -44.3 ' 0H

ra a) 0

V 'U - V .

4.3 E '(41 43
0 0) ,-4 0 - 0 0
a E A' o 0 U E H .8-.

.14 c w > S-iC
W 4J W 0 (W C4J UU) M

4J. C) 4 Z 4J 4J-r3; (0 Q)0H

a) 41 -Q) a 0 Q 4) 413

•4 q >i 4 4 4 l-4 (1 01 04 .

|H :i DU) :R U Q) 0 0

04 m -I M Dr-c ON 0 H

k 41

040

I, 0
I C-5



C-10-c PDL for Program SGHSQ1

1= 1

DO UNTIL I = 8

ZERO ARRAY 'C'

ENDDO

DO UNTIL I = 8

ZERO ARRAY 'M'&'G'

ENDDO

DO UNTIL I = 6

ZERO ARRAY 'A''F', 'B' 'T'

ENDDO

ASK FOR COMMENT LINE

INPUT COMMENT LINE

ASh FOR K, THE NUMBER OF COUNT DOWN FACTORS

INPUT K

ASK FOR N, THE ORDER OF THE EQUATION

INPUT N

ASK r 'R THE COLUMN OF COUNT DOWN FACTORS

SI' I

DO UNTIL I = K

READ A COUNT DOWN FACTOR INTO ARRAY 'G'

DUPLICATE ARRAY 'G' AS THE KTH+I COLUMN OF ARRAY 'F'

CHANGE EACH ELEMENT OF ARRAY 'G' TO BE 4/G-i

C-f



ENDDO

ASK FOR THE M1EASURED DISPERSIONS

DO UNTIL I =K

INPUT A MEASURED DISPERSION INTO ARRAY 'D'

ENDDO

I=

DO UNTIL I = K

MAKE ARRAY 'W' EQUAL TO ARRAY 'D'/9.945

ENDDO

I1

DO UNTIL I = N

DO UNTIL J = N+1

MAKE ELLMENT OF ARRAY 'A' =0

ENDDO

ENDDO

* L0=1

DO UNTIL LO=N

L1=l

DO UNTIL L1=N

DO UNTIL I=K

A(L1,LO)=A(Ll/LO)+(M( I)**LO+1)+(M( I)**L1+1

ENDDO

LNDDO

C- 7



ENDDO

LI=I

DO UNTIL LI=N

I=l

DO UNTIL I=K

A(LI,N+I)=A(LI,N+I)+(G(I)*(M(I)**LI+I

ENDDO

ENDDO

OUTPUT THE COMMENT LINE TO THE LINE PRINTER

GET THE TIME AND DATE FROM THE OPERATING SYSTEM

WRITE THE TIME AND DATE ON THE LINE PRINTER

WRITE N AND K ON THE LINE PRINTER

I=l

DO UNTIL £=K

WRITE THE COUNT DOWN FACTORS ON THE LINE PRINTER

ENDDO

I=l

DO UNTIL I=K

WRITE THE MEASURED DISPERSIONS ON THE LINE PRINTER

ENDDO

J=l

1DO UNTIL J=N+I

WRITE MATRIX 'A' BY COLUMNS
4!

4} ENDDO

CALL SGHSV6 TO oOLVE THE SIMULTANEOUS EQUATIONS

END
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C-3.0 DETERMINE ROOT, SUBROUTINE SGHRT6

C-3.0-a Program Description

This program finds the root of a polonominal equation in two
steps which are as follws:

1. Isolates the root by a stepwise search between two num-
bers, specified by the root inteval.

2. Improves the root to a pre-specified accuracy by a Newton
iteration procedure.

The test value accuracy is specified by variable Tl, and K is
the Uistance on the Z nondimensional axis to where Q is reduced
to 0.01.

I '9
t

C-9



C-4.0 COMPUTE Q, SUBROUTINE SGHBE6

C-4.0-a Program Description

This program calculates values of the complimentary distribution
function as a function of a normalized random variable. The
nondimensional random variable X is incremented by a step
function from 0.0 to 0.5 by an increment of 0.01. The compli-
mentary distribution function is printed out on the line printer
for each value of X.

T

11
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C-4.O-b HIPO for SubroutineSGfiBE6
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C-4.0-c PDL for Suoroutine SGHBE6

WRITE HEADER ON LINE PRINTER

K=0

DO UNTIL K-,)0

V=K/10

CALL SGHVY6 TO CALCULATE Q

ENDDO

CALL SGHMON TO COMPUTE THE MOMENTS

1C

Ag

C--1
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C-5.0 COMPUTE MOMENTS, SUBROUTINE SGHMOM

C-5.0-a Program Description

THIS SUBROUTINE IS PART OF ThE BEM DISPERSION ANALYSIS, USING
THE LEAST SQUARES FIT METHOD. IT COMPUTES THE MOMENTS OF Q(Z),
THE COMPLEMENTRY PROBABILITY DISTRIBUTION FUNCTION, AS A
FUNCTION OF THE NORMALIZED DISPERSION VOLTAGE FOR BEM DATA.

THIS PROGRAM PERFORMS LINEAR AND NONLINEAR PATTERN RECOGNITION
TECHNIQUES. IT HAS BEEN CONCLUDED THAT THE USE OF LINEAR
DISCRIMINATES WOULD SUFFICE FOR SIGNAL IDENTIFICATION. THE
DISCRIMINATE WHICH WAS SELECTED WAS THE MOMENTS OF THE Q(Z)
CURVES.

THE MOMENTS ARE DEFINED AS:
M = THE INTEGRAL OF Z*Q(Z)oz ELEVLUATE5 FROM 0 TO INFINITY

M(R) = INTEGRAL OF ((Z-M)**K)*Q(Z)oz FOR K=1,2,3, .....
EVALUATED FROM 0 TO INFINITY.

WHERE K=1,2,3 .....

-4
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C-5.0-c HIPO for Subroutine SGHMOM
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C-6.0 DESCRIMINATE SIGNAL, SUBROUTINE SGHDIS

C-6.0-a Program Description

This program discriminates between an unknown signal and one of
the zinht signal types studied. This is done by determining a Z
value for the unknown signal by multiplying the computed K,
M(2), M(3), and M(4) by each set of lambda values and deter-
mining the computation which most closely matches one of the
eight known signal types studied. A confidence value is input
to establish a band pass for comparison purposes. The value is
expressed as a percentage. A 10 percent confidence would be
input as 110.. The decimal point is roquired.

~C- 15
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C-6.O-b HIPO for Subrotine SGHDIS
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C-6.0-b (Continued)
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C-6.0-c PDL for Subroutine SGHDIS

1=l

DO UNTIL I=4

INPUT VALUE INTO ARRAY 'IN

ENDDO

I=l

DO UNTIL I=28

Z VALUE = 0.0
J=l
DO UNTIL J=4

COMPUTE Z VALUE AS FOLLOWS: Z VALUE LAMBDA(J,I)*IN(J)

OUTPUT LAMBDA VALUE AND Z PARTIAL SUM TO THE LISTING

ENDDO

PUT COMPUTED Z VALUE INTO ARRAY 'ZT'

OUTPUT ARRAY ZT TO THE LISTING

ENDDO

1=1

DO UNTIL 1=28

MAKE EVERY 2ND ITEM OF A Z ITEM PAIR EQUAL TO THE COMPUTED Z

ENDDO

DO UNTIL 1=56 STARTING AT 2 AN" VARYING BY 2

MAKE EVERY IST ITEM CGF A 2 ITEM PAIR EQUAL TO ThE COMPUTED Z

ENDDO

I=l

DO UNTIL 1=56

OUTPUT EACH ELEMENT OF ARAY 'ZTI' TO ThE TERMINAL

C-18



ENDDO

INPUT THE SELECTED Z LIST TO BE USED FOR COMPARISON

I=1

DO UNTIL I=36

GENERATE AN ABSOLUTE DIFFERENCE ARRAY WHICH IS THE DIFFERENCE
OUTPUT THE DIFFERENCE ARRAY TO THE TERMINAL

ENDDO

SET XMIN EQUAL TO THE IST VALUE IN THE DIFFERENCE ARRAY

II
DO UNTIL I=56

FIND THE MINIMUM VALUE IN THE DIFFERENCE ARRAY AND SET XMIN
EQUAL TO IT

FORM A POINTER TO THE MINIMUM VALUE

ENDDO

OUTPUT THE MINIMUM VALUE AND THE POINTER TO THE TERMINAL

REQUEST A CONFIDENCE VALUE

INPUT THE CONFIDENCE VALUE AS A PERCENTAGE

DETERMINE PCENT EQUAL TO A PERCENTAGE OF THE MINIMUM DIFFERENCE
PLUS THE MINIMUM DIFFERENCE. (ESTABLISH A BANDPASS)

DO UNTIL I=56

JSAVE(I)=O

FOR EACH VALUE IN THE DIFFERENCE ARRAY WHICH FALLS WITHIN ThE

EANLPASS ESTABLISHED BY THE CONFIDENCE VALUE, MAKE A

4 CORRESPONDING ENTRY IN ARRAY JSAVE

Ai ENDDO

~ ~IPRINT THE HEADER

FOR LACH ENTRY IN ARRAY JSAVE, PRINT ThE CORRESPONDING SIGNAL
TYPE
STOP

END

A rf C-19



C-7.0 CALCULATE Q, SUBROUTINE SGFIVY6

C-7.O-a Program Description

This program computes a numerical value of

CI2



C-70-b HIPO for Subroutine SGHVY6
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C-7.O-c P-DL for Subroutine SGHVY6

Q=O.O

DO UJNTIL I=N

Q=(Q+A( I,N+±)/D9**I*(V**I)

LNDDO

Q=0.5+0
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APPPENDIX D

DETAILED PROGRAM LISTINGS
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